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Many Artificial Intelligence techniques have been developed for intelligent and autonomous systems to act and make rational decisions based on perceptions of the world state. Among these techniques, HTN (Hierarchical Task Network) planning is one of the most used in practice. HTN planning is based on expressive languages allowing to specify complex expert knowledge for real world domains. At the same time, many preprocessing techniques for classical planning were proposed to speed up the search. One of these technique, named grounding, consists in enumerating and instantiating all the possible actions from the planning problem descriptions. This technique has proven its effectiveness. Therefore, combining the expressiveness of HTN planning with the efficiency of the grounding preprocessing techniques used in classical planning is a very challenging issue.

In this paper, we propose a generic algorithm to ground the domain representation for HTN planning. We show experimentally that grounding process improves the performances of state of the art HTN planners on a range of planning problems from the International Planning Competition (IPC).

Keywords: HTN planning, planning domain representations

1. Introduction

Act and make rational decisions based on perceptions of the world state is a central issue in intelligent and autonomous systems. Many Artificial Intelligence techniques have been developed to that purpose. Among these techniques, HTN (Hierarchical Task Network) planning is one of the most used in practice [1–3]. HTN planners are based on very expressive languages allowing to specify expert knowledge on real world domains. Unlike classical planning [4] where the goal is defined as a set of propositions to achieve, in HTN planning, the goal is expressed as a set of tasks to achieve, i.e. the goal tasks, and to which it is possible to associate different kind of constraints. A tuple (constraints, tasks) is called a Task Network. The search for a solution consists in decomposing the goal tasks into sub-tasks satisfying the constraints until a set of primitive sub-tasks is found: primitive tasks can be executed
by classical planning actions. The recursive decomposition of tasks into sub-tasks is performed by applying hierarchical planning operators named methods.

Many efficient classical planning algorithms like Fast Forward [5] or Fast Downward [6, 7] have been implemented. All of them perform a preprocessing step that consists in enumerating and instantiating all the possible actions from the planning problem descriptions. This step, named grounding, is crucial for many reasons. First of all, it reduces the number of the actions through different simplification mechanisms, and, consequently, the size of the research space. Secondly, generating the set of all the relevant actions allows to assess proposition reachability in the planning problem. This is a necessary prerequisite to compute efficient heuristics guiding the search process [5, 8–12]. Thirdly, the grounding allows to express planning problems in others formalisms such as CSP [13, 14] or SAT [15–18].

Combining the expressiveness of HTN planning with the efficiency of classical planners is a very challenging issue. We propose in this paper a grounding algorithm for HTN planners. This algorithm extends the grounding used in classical planners to the HTN planners. In section 2, we present the related works, and, in section 3, we define the HTN concepts. In section 4, we detail the instantiation and simplification mechanisms involved in the grounding. In section 6, we show that the grounding improves the performances of state of the art HTN planners on a range of planning problems from the International Planning Competition (IPC).

2. Related Work

Using hierarchical action representation in the automated planning community is a foundational idea. Already in 1975, Sacerdoti [19] proposed a planner called NOAH (Nets of Action Hierarchies) based on this idea. The system was built up on a data structure called procedure net. This data structure introduced for the first time the concept of tasks network and decomposition. These two concepts are today part of all the modern HTN planners. Each procedural net defines a hierarchy of nodes (a task network) where each node represents a particular action primitive or method at some level of detail (a decomposition). Nodes at each level of the hierarchy are linked to each others with precedence constraints. NOAH planning algorithm operates on the principle of the decomposition of an initial procedural net into a more detail procedural net in the order defined by the precedence constraints. At each decomposition, NOAH checks if the precedence constraints of the obtained procedural net are satisfied. The decomposition process ends when a procedural net containing only primitive actions is built. Many pioneering works followed NOAH:

- Nonline planner developed by [20, 21]. Nonline extends the approach of Sacerdoti and introduces a formalism describing domains in a hierarchic fashion.
- O-Plan planning system [22] and its successor O-Plan2 [23] extend the Nonline planner and proposed for the first time search control heuristics for HTN planning involving the use of condition typing, time and resources.
constraints.

- SIPE (System for Interactive Planning and Execution) [24] and its successor SIPE-2 [25] is a complete hierarchical planning system that includes many features such as interleaving planning and execution, interactive plan development, replanning if failures occur during execution and the possibility to use conditional effects in action descriptions.

- UMCP (Universal Method Composition Planner) [26] is the first HTN algorithm whose correctness and completeness were proved.

The common characteristic of all these works relies on the nature of the search space explored to find a solution plan: a space of plans. No state is maintained during the search. At each search step, the tasks network obtained after a decomposition is a partial plan. The main advantage of this approach is to postpone decisions about the ordering of the actions to the execution whereas total-order planning produces a totally ordered sequence of actions.

In contrast, recent and modern HTN planners such as SHOP (Simple Hierarchical Ordered Planner) [27] maintain states during search and explore a space of states. Each tasks network contains a representation of the state in addition to the tasks. A decomposition is applicable if and only if some constraints expressed as precondition of the decomposition hold in the state. This is very powerful because the preconditions allow to prune quickly unpromising decompositions. A comprehensive comparison of these different works is proposed in [28] and a complexity analysis of HTN planning is available in [26, 29]. Many works based on this approach were developed during the last decade. For instance, SHOP was extended to generate partial order plans [30], temporal plans [31] or plans integrating user preferences [32]. It was also extended to multi-agent systems [33], to on-line search [34] or to solve non-deterministic planning problems [35] by combining Binary Decision Diagram and HTN-based mechanisms in order to constrain the search of a solution plan. GoDel planning system [36] synthesizes classical and HTN planning. It defines a simple formalism that extends classical planning to include problem decomposition and a planning algorithm based on this formalism enable to combine HTN search when decompositions are available and classical forward-search otherwise.

Finally, [37] and [38] propose to use classical SAT and CSP solvers by encoding respectively HTN planning problem into satisfiability problem and Dynamic CSP problem. These two techniques are used to solve a variety of combinatorial and optimization problems.

In terms of applications, HTN is one of the most used planning techniques for real-world applications. For instance, it has been mainly used for automatic web services composition. HTN is well-suited for automatic web services composition because web services are described in a hierarchical manner like HTN planning formalism. Thus, the translation can be done automatically. The first use of HTN planning for automatic web services composition was done by [39,40]. In these works, web-services are automatically translated into HTN descriptions by using ontologies,
and SHOP2 planner is used to generate the sequence of web services that must be executed over the web to answer the query of an user. Many subsequent approaches were proposed: OWL-S Xplan [41] is a hybrid approach that combines the GraphPlan based planning [42] and the HTN planning to provide a plan with incomplete web services or methods description decomposition, [43] combines HTN planning and CSP to schedule web services constraints, [44] proposes to associate Markov Decision Process and HTN planning to compute multiple composition plans, and then present the most appropriate to the user.

HTN was also widely used for decision support tools. Indeed, hierarchical reasoning used in HTN planner is "human-friendly". Decision support tools based on HTN planning techniques were applied to many areas such as search and rescue mission planning [45–48], in space exploration [49], or in multiple drones management [50].

Robotics is a classical field for automated planning. For instance, the HTN planner HATP [51] was specifically designed to solve robotics planning problems by interleaving planning and geometric reasoning. In [52–54], HTN planning techniques are used for robot navigation and gripper manipulations, etc.

3. HTN Planning Definitions and Concepts

This section provides the basic definitions to introduce HTN planning language and search procedure based on [55].

3.1. Operators, methods and tasks

The definition of an operator is the same as in classical planning.

Definition 3.1. An operator is a 3-tuple \( o = (\text{name}(o), \text{pre}(o), \text{eff}(o)) \). \text{name}(o) is a syntactic expression of the form \( t(u_1, \ldots, u_k) \) where \( t \) is the operator name and \( u_1, \ldots, u_k \) its parameters. \text{pre}(o) and \text{eff}(o) are logical expressions defining respectively the preconditions that must be verified to apply the operator and the effects that are logical propositions generated by the operator. Negated propositions are respectively labelled \( \text{pre}^-(o) \) and \( \text{eff}^-(o) \), \( \text{pre}^+(o) \) and \( \text{eff}^+(o) \) otherwise.

An action is a ground instance of an operator. An action \( a \) is applicable to a state \( s \) if \( \text{pre}^+(a) \subseteq s \) and \( \text{pre}^-(a) \cap s = \emptyset \). The resulting state \( s' \) of the application of \( a \) in a state \( s \) is defined as follows:

\[
s' = \gamma(s, a) = (s - \text{eff}^-(a)) \cup \text{eff}^+(a)
\]

Definition 3.2. A method is a 3-tuple \( m = (\text{name}(m), \text{pre}(m), \text{subtasks}(m)) \). \text{name}(m) is a syntactic expression of the form \( t(u_1, \ldots, u_k) \) where \( t \) is the name of the method and \( u_1, \ldots, u_k \) are its parameters. \text{pre}(m) is a logical expression that defines the preconditions that must be verified to apply the method, and \text{subtasks}(m) is a list of subtasks of \( m \).
A decomposition is a ground instance of a method. A decomposition $d$ is applicable in a state $s$ if $\text{pre}^+(d) \subseteq s$ and $\text{pre}^-(d) \cap s = \emptyset$.

**Definition 3.3.** A task is a syntactic expression of the form $t(u_1, \ldots, u_k)$ where $t$ is the task name and $u_1, \ldots, u_k$ its parameters. A task is ground if all its parameters are ground. If $t$ is an operator symbol then the task is primitive; otherwise, the task is non-primitive.

An action $a$ accomplishes a ground primitive task (respectively a ground non-primitive task) $t$ in a state $s$ if $\text{name}(a) = t$ and $a$ is applicable in $s$. Similarly, a decomposition $d$ accomplishes a ground non-primitive task $t$ in a state $s$ if $\text{name}(d) = t$ and $d$ is applicable in $s$.

**Example 3.1. (Rover domain)**

To illustrate these definitions, consider the rover domain from the International Planning Competitions. This domain deals with Mars exploration and rovers that have to cross several waypoints to collect rocks or soil samples, photograph targets and transmit data to a lander. Every rover is designed for a certain kind of ground and is not able to cross all the waypoints. Therefore the rovers have to cooperate to fulfil all the missions.

![Rover problem diagram](image)

Fig. 1. Rover problem diagram.

Fig. 1 depicts a simple problem with four connected waypoints $w_0, w_1, w_2, w_3$: rovers can move from $w_0$ to $w_1$, from $w_1$ to $w_2$ etc. A rover is at $w_1$, a lander is at $w_2$, rock and soil sample are at $w_0$. The double arrows indicate visibility constraints between waypoints and objectives: $\text{visible } w_0 w_2$, $\text{visible \_from \ objective } w_0 w_0$ etc. The goal is to communicate soil and rock data from $W_0$, to get an image of objective$_1$ and communicate it to the lander. The goal tasks are expressed as: $(\text{get\_soil\_data } w_0) (\text{get\_rock\_data } w_0) (\text{get\_image\_data } \text{objective}_1 \text{ low\_res})$. 
The operator `navigate` in the Planning Description Definition Language (PDDL) [56] is as follows:

```
(:action navigate
  :parameters (?x - rover ?from - waypoint ?to - waypoint)
  :precondition (and (available ?x) (can_traverse ?x ?from ?to)
                  (at ?x ?from) (visible ?from ?to))
  :effect (and (not (at ?x ?from)) (at ?x ?to)))
```

The operator has three parameters: ?x is of type "rover", ?from and ?to are of type "waypoint". `navigate` defines rover movement from one waypoint to another. `navigate` preconditions are that the rover ?x is available at ?from, ?to is visible from ?from, and ?x can move between ?from and ?to. The effects are "positive" like (at ?x ?to) or "negative" (i.e. negated) like (not (at ?x ?from)).

A method `do_navigate` can be defined in PDDL style as follows:

```
(:method do_navigate
  :parameters (?x - rover ?from - waypoint ?to - waypoint)
  :precondition (and (not (can_traverse ?x ?from ?to))
                  (not (visited ?mid))
                  (can_traverse ?x ?from ?mid))
  :subtasks ((navigate ?x ?from ?mid) (visit ?mid)
              (do_navigate ?x ?mid ?to) (unvisited ?mid)))
```

The method has three parameters: the parameter ?x is of the type "rover" and ?from and ?to are of the type "waypoint". The method is applicable if (1) the rover ?x is not able to cross directly from waypoint ?from to waypoint ?to (2) it has not visited the waypoint ?mid and finally (3) it must be able to cross from the waypoint ?from to ?mid. The execution of the method involves to execute recursively the sequence of tasks: (navigate ?x ?from ?mid), (visit ?mid), (do_navigate ?x ?mid ?to) and (unvisited ?mid). Note that unlike the operators, the methods can use parameters that are not declared (for instance, ?mid). The type of these parameters have to be inferred.

### 3.2. Problems and solutions

In this section, we introduce HTN problems and solutions.

**Definition 3.4.** A HTN planning problem is a 4-tuple \( P = (s_0, T, O, M) \) where \( s_0 \) is the initial state defined by a set of logical propositions characterizing the world, \( T \) is ordered list of initial tasks defining the goal, \( O \) is a set of operators defining the actions that can be performed, and \( M \) is a set of methods defining the possible decomposition of a task.

We now define what it means for a plan, i.e. a sequence of actions \( \pi = (a_1, \ldots, a_n) \) to be a solution for a planning problem \( P = (s_0, T, O, M) \). In other words, what it means to accomplish the task \( T \). Intuitively, it means that there is a
decomposition of $T$ into $\pi$ such that $\pi$ is executable from $s_0$ and each decomposition is applicable in the appropriate state of the world. The recursive formal definition has three cases.

**Definition 3.5.** Let $P = (s_0, T, O, M)$ be a HTN planning problem. The cases in which a plan $\pi = \langle a_1, \ldots, a_n \rangle$ is a solution for $P$ are:

**Case 1.** $T$ is an empty set of tasks. Then the empty plan $\pi = \langle \rangle$ is the solution.

**Case 2.** The first task $t \in T$ is primitive. Then $\pi$ is a solution for $P$ if there is an action $a$ obtained by grounding an operator $o \in O$ such that (1) $a$ accomplishes $t$, (2) $a$ is applicable in $s_0$, and (3) $\pi = \langle a_2, \ldots, a_n \rangle$ is a solution plan for the HTN planning problem:

$$P' = (\gamma(s_0, a_1), T - \{t\}, O, M)$$

**Case 3.** The first task $t \in T$ is non-primitive. Then $\pi$ is solution if there is a decomposition $d$ obtained by grounding a method $m \in M$ such that $s$ accomplishes $t$ and $\pi$ is solution for the HTN planning problem:

$$P' = (s_0, T - \{t\} \cup \text{subtasks}(d), O, M)$$

### 3.3. HTN planning procedure

Algorithm 1 shows the HTN generic and non-deterministic procedure for solving a HTN planning problem. The procedure is based directly on the recursive definition of a solution plan for HTN planning problem.

The generic HTN procedure takes as input a problem $P = (s_0, T, O, M)$ where $s_0$ is the initial state, $T = \langle t_1, t_2, \ldots, t_k \rangle$ is a list of tasks, $O$, the set of operators, $M$, the set of methods. First, the procedure tests if the list of tasks $T$ is empty (line 2). In this case, no task have to be executed thus the empty plan is returned. Then the procedure get the first task $t_1$ of the list $T$. Two cases must be considered depending on the type of $t_1$:

**Case 1.** If $t_1$ is primitive (line 3) then the procedure computes the set of all the ground actions that accomplishes $t_1$ and that are applicable in $s_0$ (line 4). If there is no action (line 5), the procedure fails because no action accomplishes the goal task $t_1$. Then the procedure non-deterministically chooses an action that accomplishes the task (line 6) and calls itself recursively on the planning problem $P' = (\gamma(s_0, a_1), T - \{t_1\}, O, M)$ (line 7). Finally, if the recursive call to the procedure fails to find a plan $\pi$, it returns failure (line 8); otherwise it returns the plan that is the concatenation of $a$ and $\pi$ (line 9).

**Case 2.** If $t_1$ is non-primitive (line 10) then the procedure computes the set of ground decompositions that accomplishes $t_1$ and that are applicable in $s_0$ (line 11). If there is no decomposition to accomplishes $t_1$ (line 12) then the procedure returns failure. Then the procedure non-deterministically
Algorithm 1: HTN($s_0, T, O, M$)

Let $T = \langle t_1, \ldots , t_k \rangle$

if $k = 0$ then return the empty plan $\langle \rangle$

if $t_1$ is primitive then

$A \leftarrow \{ a \mid a$ is an action obtained by grounding an operator $o \in O$ such that $a$ accomplishes $t_1$ and $a$ is applicable in $s_0\}$

if $A = \emptyset$ then return failure

non-deterministically choose an action $a \in A$

$\pi \leftarrow HTN(\gamma(s_0, a), \langle t_2, \ldots , t_k \rangle, O, M)$

if $\pi = failure$ then return failure

else return $a \oplus \pi$

else if $t_1$ is a non-primitive task then

$D \leftarrow \{ d \mid d$ is a decomposition obtained by grounding a method $m \in M$ such that $d$ accomplishes $t_1$ and $d$ is applicable in $s_0\}$

if $D = \emptyset$ then return failure

non-deterministically choose a decomposition $d \in D$

return HTN($s_0, subtasks(d) \oplus \langle t_2, \ldots , t_k \rangle, O, M$)

chooses a decomposition $d$ that accomplishes the task $t_1$ (line 13) and recursively returns the solution plan for the problem $P' = (s_0, subtasks(d) \oplus \langle t_2, \ldots , t_k \rangle, O, M)$ (line 14).

Fig. 2. Example of total order task decomposition: primitive and non-primitive task are respectively depicted with dotted and plain lines

To illustrate the recursive decomposition of the HTN procedure, Fig. 2 shows the decompositions tree of the task $get\_soil\_data-w0$ from the rover domain into primitive tasks. At level 1, the $get\_soil\_data-w0$ task is decomposed into three non-primitive tasks $do\_navigate-rover-w0$, $empty\_store-store-rover$ and $send\_soil\_data-rover-w0$ and the primitive task $sample\_soil-rover-store-w0$. One possible solution plan for the task $get\_soil\_data-w0$ is as follows: $\langle visit-rover-w1, navigate-rover-$
4. The Problem of Grounding HTN Domain

The grounding process generates all the possible instances of the operators and the methods from the objects (constants) defined in a planning problem. To do so, all the typed parameters in the operators and the methods are replaced by constants of the same type. The number of instances depends on the number of parameters in the operators and methods as well as in the number of constants in each type. Let $x_i$ be a parameter and $D(x_i)$ be its "domain" i.e. the set of all the possible constants that can be associated with this parameter ($|D(x_i)|$ is the size of $D(x_i)$). The number of instances $I(o)$ of an operator $o$ with $n$ parameters $\{x_1, ..., x_n\}$ having as domain $D(x_i)$ is:

$$I(o) = \prod_{i=1}^{n} |D(x_i)|$$

It is obvious that the number of instances rapidly increases with the number of parameters. For instance, the number of actions generated by the grounding of the operator `communicate_soil_data (?x - rover ?l - lander ?p1 - waypoint ?p2 - waypoint ?p3 - waypoint)` in a rover problem of IPC-5 is 14 million = $(14 \times \text{rover}) \times (1 \times \text{lander}) \times (100 \times \text{waypoint1}) \times (100 \times \text{waypoint2}) \times (100 \times \text{waypoint3})$.

In addition to generate all operator instantiations, the problem of grounding for HTN domains entails to generate all the possible method instantiations. Because primitive tasks are necessarily defined in methods, the parameter number in methods is higher than in operators. As a consequence, method grounding generates much more instances than operator grounding. For instance, the number of ground methods of 23 rover problems with increasing size (with respect to the number of
objects) from the IPC-5 are shown in Fig.3: we see that the number of ground methods increases rapidly with the number of objects in the problems. There are 14 objects in problem 0, 68 in problem 11 and 158 in problem 22. There are 2 times more objects in the problem 22 than in the problem 11, when in the same time there is 48 times more ground methods. Therefore, efficient simplification mechanisms are essential as we know that the number of methods strongly influences the branching factor of the HTN search algorithm.

5. The Grounding Algorithm for HTN Domain

Our grounding process is outlined in Fig. 4. Starting from a HTN planning problem described by using an extended version of PDDL to HTN, we rely on the process presented in [57] to produce a table of inertias as detailed in section 5.1. Based on this inertia table, the operator grounding and simplification (see section 5.2) produces a semi-instantiated problem with actions. Finally, the hierarchical problem is totally instantiated and simplified (section 5.3).

![Diagram](image)

Fig. 4. Overview of the hierarchical problems grounding algorithm.

5.1. Inertia calculation

The concept of inertia defined in [57] represents facts (propositions in action preconditions or effects) that are never produced or consumed by any operator. There are two types of inertia:

- **Positive inertia** are facts that are never produced by the positive effects
of any operator. If a positive inertia is not in the initial state of the problem, it will never be true in any state of the problem.

- **Negative inertia** are facts that are never consumed by the negative effects of any operator. If a negative inertia is in the initial state of the problem, it will always be true in any state of the problem.

If a fact is both a positive and a negative inertia, it is an inertia. A fluent is a fact that is neither positive nor negative inertia and may appear or disappear from one state to another. In practice, the inertia calculation is done in two steps during the operator grounding process as explained in [57]. The first one is done before the grounding, with partially ground propositions to handle the grounding complexity and reduce the operators and the methods during the process. The second one called ground inertia is performed after the grounding to completely simplify ground operators and methods.

Table 1. Inertia of the Rover domain.

<table>
<thead>
<tr>
<th>Proposition name</th>
<th>Positive inertia</th>
<th>Negative inertia</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>available</td>
<td>No</td>
<td>Yes</td>
<td>Negative inertia</td>
</tr>
<tr>
<td>at</td>
<td>No</td>
<td>No</td>
<td>Fluent</td>
</tr>
<tr>
<td>visible</td>
<td>Yes</td>
<td>Yes</td>
<td>Inertia</td>
</tr>
<tr>
<td>can_traverse</td>
<td>Yes</td>
<td>Yes</td>
<td>Inertia</td>
</tr>
<tr>
<td>communicated_soil_data</td>
<td>No</td>
<td>Yes</td>
<td>Negative inertia</td>
</tr>
<tr>
<td>communicated_rock_data</td>
<td>No</td>
<td>Yes</td>
<td>Negative inertia</td>
</tr>
<tr>
<td>at_soil_sample</td>
<td>Yes</td>
<td>No</td>
<td>Positive inertia</td>
</tr>
<tr>
<td>at_rock_sample</td>
<td>Yes</td>
<td>No</td>
<td>Positive inertia</td>
</tr>
<tr>
<td>at_lander</td>
<td>Yes</td>
<td>Yes</td>
<td>Inertia</td>
</tr>
<tr>
<td>visited</td>
<td>No</td>
<td>No</td>
<td>Fluent</td>
</tr>
</tbody>
</table>

Table 1 shows examples of inertias in the rover domain. The facts *can_traverse*, *visible* and *at_lander* do not appear in positive and negative effects of any operator making them positive and negative inertias. The positive inertias *at_soil_sample* and *at_rock_sample* do not appear in positive effects of the operators: they will never be consumed. *at* and *visited* are fluents so they can be added or removed during a state transition.

### 5.2. Operator grounding and simplification

The operator grounding process generates the relevant operator instances. It follows the four steps algorithms as shown in Fig. 5.

#### 5.2.1. Normalization of operator logical expressions

For each logical expression defined in the preconditions and the effects of an operator containing implications or quantifiers, a reformulation into a Conjunctive or Disjunctive Normal Form is a prerequisite. We apply the following logical transformations:
5.2.2. Operator grounding

The operator grounding consists in generating all its possible instances. For instance, the action `navigate` of the following example is a possible instance of the operator `navigate`:

```
(:action navigate
  :parameters (rover w1 w0)
  :precondition (and (available rover) (can_traverse rover w1 w0)
  (visible w1 w0) (at rover w1))
  :effect (and (not (at rover w1)) (at rover w0)))
```

The parameters are grounded as follows: \( ?x \rightarrow \text{rover}, ?\text{from} \rightarrow w1, ?\text{to} \rightarrow w0 \).

The grounding process loops on the operators set, and defines the matching objects for each parameter with respect to their type. If the problem is not typed, it is necessary to perform a type inference step before the grounding. This is detailed in [57].
5.2.3. Atomic formula simplification

The atomic formula simplification has to be done as early as possible. Using the table of inertia calculated before, the atomic formula simplification consists in evaluating the preconditions and effects formula contained in the operators to true or false. Let a proposition $p$ contained in an atomic formula of an operator and $s_0$ the initial state of a planning problem, the simplification of the atomic formulas follows these rules:

- If $p$ is a positive inertia and $p \notin s_0$ then $p$ is simplified to false.
- If $p$ is a negative inertia and $p \in s_0$ then $p$ is simplified to true.
- Else $p$ cannot be simplified.

For instance, considering the inertia table of the rover domain, and assuming that the proposition $(can\_traverse\ rover\ w1\ w0)$ is true in the initial state, then the simplification will replace it by true. Now, assume that $(can\_traverse\ rover\ w1\ w0)$ is false in the initial state, then the simplification will replaces it by false and a formula in the precondition or the effect of an operator such as

$$(\text{and } (\text{available rover}) (\text{can\_traverse\ rover}\ w1\ w0))$$

$$(\text{visible w1 w0}) (\text{at\ rover\ w1})$$

can be simplified to false.

5.2.4. Actions simplification

The goal is to find and remove actions that will never be applied because of an atomic formula simplification. As atomic formulas can be simplified to true or false, preconditions and effects can be simplified by applying logical transformation rules:

- If the precondition or the effect of an action is replaced by false, the action is deleted from the planning problem: if the precondition is false, the action will never be applied; if the effect is false, the application of the action produces an inconsistent state.
- If all the action effects are true, the action can be removed from the problem because it does not produce any change.

5.3. Method grounding and simplification

Method grounding and simplification follows the five stages given in Fig. 6: (1) the preconditions of the methods are normalized; (2) the type of the undeclared parameters used in the preconditions are inferred; (3) the methods are instantiated; (4) the preconditions of the method are simplified based on the atomic formula simplification previously presented and (5) irrelevant methods, i.e., methods with tasks whose actions have been deleted in the previous simplification or with preconditions simplified to false, are deleted from the problem.
5.3.1. **Normalization of logical expressions**

The normalization of a method transforms its preconditions into Conjunctive Normal Form (see section 5.2.1 for more details).

5.3.2. **Inference of parameter types**

In methods, parameters can be used in subtasks and precondition declaration without being declared in the method parameters. Therefore, these parameters have no explicit declared types. Their type must be inferred before performing method grounding. The type inference process has two steps:

**Step 1.** Inferring types from subtasks:

- Get the list of subtasks $T$ containing undeclared parameters.
- For each subtask $t \in T$, get the operators $o$ and the methods $m$ that accomplish $t$. 

Fig. 6. Overview of the method grounding and simplification algorithm.
• For each subtask \( t \in T \), get the declared types in the parameters of \( o \) or \( m \). If there are two types \( A \) and \( B \), where \( B \) is a subtype of \( A \), keep type \( B \).
• If several types with no inheritance link are found, then an error is reported.

**Step 2.** Inferring types from preconditions:
• Get the set \( P \) of propositions used in the preconditions of the methods.
• For each proposition \( p \in P \), infer possible types from the set of typed predicate list defined in the domain.
• If several types with no inheritance link are obtained, then an error is reported. Otherwise, keep the most general type.

### 5.3.3. Method grounding

The grounding of a method consists in replacing all its parameters by constants. Each combination of constants associated to the method parameters produces a ground method. For instance, a ground method of \( \text{do_navigate} \) is as follows:

\[
\text{(:method do\_navigate}
\text{ :parameters (rover w1 w0)}
\text{ :precondition (and (not (can\_traverse rover w1 w0)))}
\text{ (not (visited w3))}
\text{ (can\_traverse rover w1 w3))}
\text{ :subtasks ( (navigate rover w1 w3) (visit w3)}
\text{ (do\_navigate rover w3 w0) (unvisit w3)))}
\]

The ground method \( \text{do\_navigate\_rover\_w1\_w0} \) previously introduced is an instance of the method \( \text{do\_navigate} \) with the following associations: \(?x \rightarrow \text{rover}, \ ?\text{from} \rightarrow w1, \ ?\text{to} \rightarrow w0, \ ?\text{mid} \rightarrow w3 \ (?\text{mid} \text{ inferred type is waypoint, and it is associated to the constant w3).}

### 5.3.4. Simplification of atomic formulas

This simplification aims at evaluating the atomic formulas contained in the method preconditions to \( \text{true} \) or \( \text{false} \) from the inertias. The simplification is based on the same procedure presented for the operators.

### 5.3.5. Simplification of methods

The method simplification aims at identifying and deleting the methods containing preconditions that will never be verified in the planning problem. Two kinds of simplification are realized on the methods:

**Precondition based simplification.** It relies on the evaluation of the logical expressions, which can be simplified as \( \text{true} \) or \( \text{false} \) in the previous step. The simplification is done on the following rules:
• If the precondition is simplified as \textit{true}, the precondition is removed from the method, as it is always verified.
• If the precondition is simplified as \textit{false}, the method is deleted: this precondition will never be verified in the planning problem, and this method will never produce a solution plan.

\textbf{Task based simplification.} It aims at deleting methods containing primitive tasks that cannot be applied. Assuming that the operator simplification is made before the method simplification, it is performed as follows:

(1) Get the set $T$ of primitive tasks in the method to be simplified,
(2) For every task $t \in T$, check if the relevant action for $t$ was deleted during the operator simplification step. If this is the case, then the method is deleted.

6. Evaluation

In this section, we investigate to what extent the grounding improves the performance of HTN algorithms. We have coded the \textit{Ground Total Order Hierarchical Planner "G.TOHP"} as implementation of the algorithm described in section 3.3, and we have compared its performances in terms of processing time and plan lengths with a classical HTN planner. G.TOHP is in JAVA. It is based on the PDDL4J planning library [58]. This library includes lexical and syntactical analysis modules for classical PDDL planning. We have added the lexical and syntactical analysis of methods, and we have implemented the HTN grounding algorithm.

6.1. \textit{Evaluation of the simplification rate}

The first evaluation criteria focuses on the number of ground methods generated with or without the simplification process. The simplification rate allows to see how much the HTN problems are simplified in terms of ground methods and actions. To that end, we have improved the set of tests presented in [59] by evaluating the simplification algorithm on four HTN versions of the International Planning Competition domains: rover, childsnack, satellite and barman. Each domain contains at least twenty problems of growing size.

Fig. 7 shows the number of ground methods resulting from the full method grounding process and from the grounding process without simplification. The simplification rate is the method count without simplification on the simplified methods. Fig. 7 shows that the number of ground methods decreases sharply after simplification specifically in problems with large sizes. We see in Fig. 7(a, b and c) that the difference in the number of ground methods increases exponentially with the increase in problem sizes. In Fig. 7(a) for instance, the simplification rate is 30.16 in problem 10 with 997,202 unsimplified methods on 32400 simplified methods, and 82.58 in the problem 22 with 46,980,192 unsimplified methods on 568,850 after simplification. In Fig. 7(d), the simplification rate is high, and remains stable. It ranges
between 41.65 and 65.57 because of the stable size of the barman problems that contain between 37 and 43 objects.

Fig. 7. Logarithmic representation of the number of ground methods before and after simplification on four planning domains: Rover, Satellite, Childsnack, Barman from IPC (International Planning Competition)

6.2. Evaluation of the planning performance with ground problems

6.2.1. Experimental framework

These experiments compare our implementation of SHOP classical HTN planner [27] with G_TOHP and FastDownard [6] on four planning domains: Rover, Childsnack and Satellite and Barman. We show that G_TOHP outperforms the other planners.

All the results were obtained with a multi-core Intel Core i7 clocked at 2.2 GHZ and 16GB DDR3 RAM. The algorithm evaluations follow the International Planning Competition agile track criteria [60]: a score is calculated for each planner based on its own plan search time compared with other competing algorithms best time. For G_TOHP, the search time results are presented in the form of two graphs, the first one represents the total processing time which is equal to the grounding and simplification time plus the search time, and the second presents the search time
separately in order to show the part taken by the search in the total process. It should also be noted that the grounding and simplification time is easily deducible since it represents the difference between the total time and the search time. In addition to the search time, we also compare the plan lengths obtained with each algorithm knowing that, especially in HTN, plan lengths are strongly related to domain definitions.

All the search time results are presented in Fig. 8. The X-axis represents the planning problems, and the Y-axis represents the processing time (in seconds) to find a solution plan. The processing time results are shown in the same decimal scale from 0 to 90 except for figure (c) Which has a scale from 0 to 180 due to an isolated point with a value equal to 171 seconds. A maximum search time is set to 10 minutes and no displayed result for a problem means that the planner was not able to find a solution in the allocated time. Fig. 9 shows the lengths of solution plans, with the number of actions displayed on the Y-axis and the planning problems on X-axis.

Fig. 8. Time comparison between SHOP and G\_TOHP on the planning domains : Rover, Childsnack, Satellite and Barman
6.2.2. Results analysis

In the four domains, G_TOHP always takes less time to find the solution than SHOP. This shows that the grounding makes the search faster. In addition, in all the tested problems, the search time represents less than 5% of G_TOHP’s total processing time, and it never exceeds 3 seconds, even in the largest problems. This is interesting in re-planning situations when goals change. Due to the fact that grounding and simplification process is only affected by changes in the initial state, the operators or the methods, no more grounding process is needed in replanning situations involving only goals changes. However, in case of changes in the initial state, operators or methods, a complete grounding and simplification process is necessary in order to guarantee the integrity of the ground problem. In Fig. 8(a, b and c), the difference in search time between the two algorithms is very small for small problems, and grows rapidly with the problem size. In Barman domain, the difference in search time is stable around 4 seconds. This is due to the stability of the Barman problem size. SHOP cannot find a solution in the allocated time from problem 19 in the rover domain, problem 16 in childsncak and problem 12 in satellite, whereas G_TOHP finds solutions for all the problems in the allocated time (it takes 76.33 sec to find a plan for the largest rover problem with 7844 decompositions, 21.19 sec for the largest childsncak problem with 25 decompositions, and 51.77 sec for the largest satellite problem with 64550 decompositions).

<table>
<thead>
<tr>
<th>Problem</th>
<th>Rover Pb</th>
<th>FD</th>
<th>GTOHP</th>
<th>SHOP</th>
<th>Childsncak Pb</th>
<th>FD</th>
<th>GTOHP</th>
<th>SHOP</th>
<th>Satellite Pb</th>
<th>FD</th>
<th>GTOHP</th>
<th>SHOP</th>
<th>Barman Pb</th>
<th>FD</th>
<th>GTOHP</th>
<th>SHOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>02</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.34</td>
<td>1</td>
<td>0.99</td>
<td>1</td>
<td>1</td>
<td>0.38</td>
<td>1</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>03</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.62</td>
<td>0.61</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>04</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.66</td>
<td>0.66</td>
<td>1</td>
<td>1</td>
<td>0.33</td>
<td>0</td>
<td>1</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>05</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.71</td>
<td>0.73</td>
<td>1</td>
<td>1</td>
<td>0.39</td>
<td>0</td>
<td>1</td>
<td>0.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>06</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0.96</td>
<td>1</td>
<td>1</td>
<td>0.37</td>
<td>0</td>
<td>1</td>
<td>0.54</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>07</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0.99</td>
<td>1</td>
<td>1</td>
<td>0.38</td>
<td>0</td>
<td>1</td>
<td>0.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>08</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0.91</td>
<td>1</td>
<td>1</td>
<td>0.33</td>
<td>0</td>
<td>1</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09</td>
<td>1</td>
<td>0.92</td>
<td>0.63</td>
<td>1</td>
<td>0.89</td>
<td>0.84</td>
<td>1</td>
<td>1</td>
<td>0.42</td>
<td>0</td>
<td>1</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0.86</td>
<td>0.79</td>
<td>0</td>
<td>1</td>
<td>0.94</td>
<td>1</td>
<td>0.84</td>
<td>0.75</td>
<td>0</td>
<td>1</td>
<td>0.54</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>0.98</td>
<td>0.81</td>
<td>0</td>
<td>1</td>
<td>0.95</td>
<td>1</td>
<td>0.96</td>
<td>0.40</td>
<td>0</td>
<td>1</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>0.72</td>
<td>0.63</td>
<td>0</td>
<td>1</td>
<td>0.83</td>
<td>0.71</td>
<td>1</td>
<td>0.38</td>
<td>0</td>
<td>1</td>
<td>0.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>0.76</td>
<td>0.64</td>
<td>0</td>
<td>1</td>
<td>0.81</td>
<td>0.53</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.27</td>
<td>1</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>0.79</td>
<td>0.59</td>
<td>0</td>
<td>1</td>
<td>0.84</td>
<td>0.64</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>0.74</td>
<td>0.62</td>
<td>0</td>
<td>1</td>
<td>0.83</td>
<td>0.42</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.54</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>0.74</td>
<td>0.54</td>
<td>0</td>
<td>1</td>
<td>0.59</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>0.70</td>
<td>0.47</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0.66</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>0.70</td>
<td>0.54</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.66</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.56</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>0.68</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0.60</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.54</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>0.70</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>0.70</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Scores of the algorithms Fast Downward, G_TOHP and SHOP
In Table 2, on the Rover domain, *Fast Downward* obtains a perfect score of 22/22. This means that Fast Downward was the faster to find a plan for all the problems. G\_TOHP is second with a score of 19/22 and SHOP is third with a score of 15.35: G\_TOHP is 13.63\% less efficient than Fast Downward, and 16.72\% more efficient than SHOP. G\_TOHP is the most efficient on the Childsnack domain with a score of 18.89/20 and was respectively 63.85\% and 19.88\% more efficient than Fast Downward and SHOP. The good scores obtained by HTN planners comparing to Fast Downward show the effectiveness of HTN planning on problems requiring numerous backtracking: the decomposition methods allow to sharply restrict the search space. On satellite domain, G\_TOHP obtains a score of 19.22/20 and is 10.98\% more efficient than Fast Downward with a score of 16.8, and is 52.14\% more efficient than SHOP with a score of 7.75. On Barman domain, G\_TOHP obtains 20/20 with all plans found in less than one second. SHOP is half less efficient with a score of 10.51. Fast Downward obtains a very bad score of 0.65, as it finds only two plans on 20. The overall score obtained by Fast Downward is 44.30/82, 77.12/82 by G\_TOHP and 48.10/82 by SHOP: G\_TOHP is 52.93\% more efficient than Fast Downward and 46.80\% more efficient than SHOP. All these results confirm that HTN planning using grounding is more efficient in terms of execution time than classical SHOP with a clear advantage on large problems.

**Fig. 9.** Plan lengths comparison between G\_TOHP and SHOP on the planning domains: Rover, Childsnack, Satellite and Barman
In Fig. 9 (a, b, c and d) are presented the lengths of plans produced by G_TOHP and SHOP during the experiment. The two algorithms generate plans of almost the same length. The plan length increases with the problem size except in Barman domain where it remains stable, because in this domain, the number of goal tasks does not change a lot from one problem to another. Unlike G_TOHP, SHOP does not find plans for all the problems (excepted for Barman). In the Childsnack domain, the two algorithms find exactly the same plans. Knowing that SHOP takes more time than G_TOHP to find these plans, this shows that even by following the same decompositions, G_TOHP is more efficient than SHOP since it searches in a smaller search space.

7. Conclusion

We have presented in this paper a grounding approach for HTN planning. It reuses the grounding and simplification techniques used in classical planning, and proposes new rules to instantiate HTN methods. We have demonstrated the effectiveness of our approach on different planning domains, which obtains much shorter search times than a classical HTN approach.

The future developments and extensions of this work will focus on the following issues:

- Develop search heuristics for HTN planning: having all the possible actions and decompositions makes possible to assess task reachability for HTN planning problem. Task reachability is a necessary step to compute efficient heuristics guiding the search process.
- Develop new SAT and CSP encodings for HTN planning to exploit the efficiency of SAT and CSP solvers. These two technologies are very successful in solving combinatorial and optimization problems. However, they are underused specifically for HTN planning. Having all the possible actions and decompositions allows to investigate new efficient CSP and/or SAT encodings.
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