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INTRODUCTION
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What	is	this	session	about?

A	broad	overview	of	Machine	Translation	(MT)
Vocabulary
Techniques
Evaluation

MT	in	a	Nutshell 3



HUMAN	TRANSLATION
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Human	Translation	is	multiple
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human translator

professional
         – translator
         – interpreter

occasional bilingual
       – secretary
       – guide

text speech text speech

literature
news

technical manuals
program messages

    – simultaneous
    – liaison
    – consecutive

interpreting

business letters
manuals

telephone
conversations



Human	Translation	Knowledge	Sources
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TYPOLOGY
(CORPUS)

EXPERTISE
(DOMAIN)

SITUATION
(ACTORS)

EXPLICITE
INTENTS

IMPLICITE
INTENTS

LANGUAGE
(SRC, TGT)

LINGUISTICS

PRAGMATICS

SEMANTICS



Human	Translation	is	difficult!
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sources
of difficulties

language
pairs

language
in general

work
organisation

language
sets

• underspecification
src_lg vs. tgt_lg
eg: countability, 
determination

• different views
of the world

• document division
. term. consistency
. tech. problems

(formats, tools)

• ambiguity
. fuzziness
. (probable)
  unaxiomatizibility

multilingual 
dictionaries?
(databases)

some double 
translations 
necessary
(Europe, India)
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Human	Translation	Workflow
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Segmentation

source
document

Checking

Segment1

Segment2

Segmentn

Translation1

Translation2

Translationn

Fusion
raw
target

document

Revision

final
target

documentTerms

human translation
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MACHINE	TRANSLATION
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Nature	of	MT

Machine	Translation
not	a	science,	nor	a	set	of	recipes
it	is	a
scientific	technology

Machine	Translation
a	set	of	methods	that	are	progressing through
integration	of	new	ideas
incremental	improvement	of	know-how
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A	very	difficult	problem	by	nature

It	difficult	for	humans!
+	Fuzziness:	a	natural	language	can	not	be	
completely	axiomatized (precisely	modelled)
any	formal	description	will	be	either	sub-generating	or	
over-generating
only	“small”	or	controlled	sub-languages	can	be	modeled

+	Huge	sizes
millions	of	concepts/terms
variety	of	grammatical	phenomena	and	their	interactions
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HT	and	MT	are	different
MT	is	not	there	to	replace	humans
cars	are	not	horses!

MT	does	not	mimic	humans
planes	do	not	flap	their	wings!
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Inherent	Limit	to	the	Automation	Problem

Coverage	× Automation × Quality <<	1

improvement	of	one	of	the	criteria	is	necessarily	to	
the	detriment	of	the	other	two
ì coverage	⇒î automation and/or	quality
ì automation⇒î coverage and/or	quality
ì quality⇒î coverage and/or	automation	

Exemples
C x	A ≈	100%		⇒ translation	available	on	the	Web
Google,	Systran,	…

A x	Q ≈	100%		⇒ specialized	systems
Meteo,	AltFlash

C x	Q ≈	100%		⇒ Dialogue-Based	MT
Jets,	Catalyst,	Lidia
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Who	is	the	user?
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homogenous

heterogenous

bilingual
specialist

monolingual

user
document topic

90s: author 

80s: translator 

70s: reviser 
60s: intelligence gatherer  
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Machine	Translation	Workflow
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Segmentation

source
document

Cheching

raw 
segmenti

raw
translationi

Insertion
+ Fusion

raw
target

document

Post-Edition

Document
Cible
(final)

extra segmental code

normalized 
segmenti

Normalisation

segmentation review
choice of the MT system
tuning of the MT system

MT



TRANSLATION	NICHES
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Niches

Re-creation
advertisement,	poetry,	essay,	novel

Localization
adapt	a	content	to	a	given	cultural	environment
(e.g.	a	website,	a	navigation	system,	a	software,	…)
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Localization
LISA	definition		(Localization	Industry	Standards	Association)
“modify	products	or	services	by	taking	into	account	
differences	in	distinct	markets”

3	kinds	of	problems
linguistics
translation	of	the	user	interface
translation	of	the	manuals

content	and	culture
information	presentation	(icons,	graphics,	colors,	communication,	…)
examples:	– interface	of	software	in	a	car:	driving	on	the	left	or	on	
the	right;	– direction	of	writing	and	reading	(left-to-right,	right-to-left)

technical
support	of	non	roman	scripts	(Arabic	is	bi-directional:	– numbers	and	
foreign	words	from	left	to	right,	– other	from	right	to	left)
character	encoding	(1,	2,	4	bytes)
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Website	Localization	(1/6)

French	version	of	the	Website
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Website	Localization(2/6)

French	version	of	the	Website
localization:	dates	and	calendar
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Website	Localization(3/6)

Japanese	version	of	the	Website
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Website	Localization	(4/6)

Japanese	version	of	the	Website
localization:	dates	and	calendar
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Website	Localization	(5/6)

Arabic	version	of	the	Website
reading	from	right	to	left	(logo	→ right,	menu	→ left)
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Website	Localization	(6/6)

Arabic	version	of	the	Website
localization:	dates	and	calendar
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Niches

Re-creation
advertisement,	poetry,	essay,	novel

Localization
adapt	a	content	to	a	give	cultural	environment
(e.g.	a	website,	a	navigation	system,	a	software,	…)

Diffusion	(Dissemination,	high	quality	required)
technical	documentation	whose	content	must	be	strictly	
rendered,	without	addition	or	omission	even	if	the	style	may	
feels	“unnatural”
a	bad	translation	can	have	disastrous	repercussions
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Niches

Re-creation
advertisement,	poetry,	essay,	novel

Localization
adapt	a	content	to	a	give	cultural	environment
(e.g.	a	website,	a	navigation	system,	a	software,	…)

Diffusion	(Dissemination,	high	quality	required)
technical	documentation	whose	content	must	be	strictly	
rendered,	without	addition	or	omission	even	if	the	style	may	
feels	“unnatural”
a	bad	translation	can	have	disastrous	repercussions

Acquisition	(Assimilation)
“screening”	of	written	texts	and	simultaneous	interpretation
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HOW	TO	DESCRIBE	A	MT	SYSTEM?
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Description	Grid
Operational	Architecture development	and	use	of	the	system

Linguistic	Architecture
Objects
see	Vauquois’	triangle

intermediate	representations
direct,	semi-direct,
transfer	(≥	7	variants)

2	lexical	spaces

IL	(≥	2	variants)
3	lexical	spaces

Computational	Architecture
automatic	processes
human	interaction,	if	any

programming	paradigms
direct	programming
RBMT	(rules,	dictionaries,	
automata…)

empirical	(corpus-based)
SMT,	PSMT	(unsupervised)
EBMT	(≥	3	variantes)

± supervised

hybrid
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Operational	Architecture
development	and	use	of	the	system

TASK

USER RES
OUR

CES

MANPOW
ER

你好LANGUAGES

ابص
لا ح

ریخ

สวัสดีครับ

bon
jour
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Operational	Architecture

Conditions	for	the	development	and	use	of	a	
system
Tasks	and	users	(to	be	continued)
Language	pair(s),	volumes,	genres	(to	be	continued)
Possible	human	intervention(s)	(to	be	continued)
Resources	available
Data
Large	parallel	corpus	(annotated	or	not)	for	empirical	MT

Human
Computational	linguists,	lexicographers	for	expert	MT
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OA:	Tasks	and	Users

Help	bilingual	users	produce	good	translations
diffusion

Help	users	understand	a	non-(or	little)	known	
language
acquisition	(translation	testing,	assimilation)

Assist	in	interpersonal	communication	(chat,	
speech	translation)
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OA:	Language	pair(s),	volumes,	genres
Translation	paths	or	directions
1	→	1	:
ALT/JE	(NTT)	

1	↔	1	:
ATLAS-II	(fujitsu)	:	dicos 29	M	words	+	5,57	M	words
Converser	for	Healthcare	(Spoken	Translation)

1	→	N	:
MedSLT

1	↔	N	:	
Phraselator (US	Army,	speech)

N	↔	N	:
for	multilingual	debate,	chats;	multilingual	peacekeeping	
forces
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OA:	Possible	Human	Intervention(s)
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0%	(100%	automated) 100%	(human)

(FAHQT)
Fully Automatic
Hight Quality
Translation

(HAMT)
Human-Aided

Machine
Translation

(MAHT)
Machine-Aided

Human
Translation

Traditional
Human

Translation

(CAT)
Computer	Assisted	Translation

(TAO)
Traduction	assistée	par	ordinateur



FAHQT

Fully	Automatic	High	Quality	Translation
Possible	in	restricted	settings
the	context	must	be	very	well	defined
these	are	normally	autonomous	systems
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FAHQT:	examples

MÉTÉO
operational	since	1977
translation	of	Canadian	weather	forecast
English	↔ French
60000	words/day	;	corrections:	3%

ALTFLASH
operational	since	2001
translation	of	Nikkei	Stock	Exchange	newsflashes
Japanese	® English
raw	results	without	human	revision,	because	“pro”	
quality	is	less	crucial	than	for	the	weather

MT	in	a	Nutshell 42



HAMT

Human-Aided	Machine	Translation
User	involved	in	the	translation	process
context	must	be	well	defined
interactive	systems

Three	possible	approaches
pre-edition
post-edition	(revision)
interaction	during	the	translation	itself
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HAMT	with	Pre-Edition

Pre-Edition	for	what	purpose?

Search	for	problems	that	the	system	will	encounter	
and	remove	them
identification	of	proper	names
choice	of	categories	for	homographs
indication	of	embedded	clauses
bracketing	of	coordinated	structures
reformulate	the	text	in	a	controlled	language	(extreme)

MT	in	a	Nutshell 44

source document pre-edition pre-edited document autonomous MT system target document



HAMT	with	Post-Edition

Post-Edition	for	what	purpose?

Correct	the	raw	translation	produced	by	the	system	
according	to	the	quality	to	be	obtained:
very	little	if	it's	information	retrieval
many	and	by	a	specialist	familiar	with	the	field	if	they	are	
texts	that	must	be	published	and	disseminated

Almost	all	operational	solutions
MT	in	a	Nutshell 45

source document post-edition raw translationautonomous system target document



HAMT	with	Interaction
Interaction	for	what	purpose?

assist	the	system	during	the	translation	process
interaction	for	whom?
a	translator:	interaction	for	specialist
a	monolingual	user:	interaction	for	non	specialist
interaction	during	redaction	step
interaction	during	translation	step
no	interaction	with	the	translation	output
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document source système interactif document cible



MAHT

Machine	Aided	Human	Translation
The	user	is	assisted	in	the	translation	process
Tools	exist
checkers
spelling,	grammar,	style

dictionaries
monolingual,	bilingual,	&	encyclopedic

translation	memories
linguee

Idea:	Integrate	services	into	a	
Translator's	Workstation
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Linguistic	Architecture

Graphemic level

Morpho-Syntactic level

Syntagmatic level

Syntaxico-functional level

Mixing levels

Logics-Semantic level

Interlingua level

Deep Understanding level

Text

Tagged text

C-structures
(constituent)

F-structures
(functional)

Multilevel description

SPA-structures (semantic 
& predicate-argument)

Semantico-lingustic interlingua

Ontological interlingua

Direct

Semi-direct

Syntactic transfer (surface)

Syntactic transfer (deep)

Multilevel transfer

Semantic transfer

conceptual transfer
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Linguistic	Architecture

Three	options
1	step	translation		(direct	translation)
3	steps	translation
analysis
transfer
generation

2	steps	translation	(Translation	with	a	abstract	pivot)
analysis	(into	the	pivot)
generation	(from	the	pivot)
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Direct	Translation

The	system	is	a	black	box (1	step)
succession	of	treatments
from	the	source	language	
to	the	target	language	
without	producing	any	intermediate	structure
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DIRECT
TRANSLATION

ENGINE

Source Language
text

Target Language
text

no intermediate structure



TRANSFERT-BASED
TRANSLATION

ENGINE

Source Language
text

Target Language
text

Transfert

Analysis Generation

SL Text
REPRESENTATION

SL Text
REPRESENTATION

Analysis,	Transfer	&	Generation

The	system	contains	3	black	boxes	(3	steps)
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analysis: a data structure representing
the source language (source knowledge)
transfer: a data structure representing
source language into the target
language (source & target knowledge)
generation: a text in the target
language (target knowledge)

2 intermediate structures



Translation	with	Pivot

The	system	contains	2	black	boxes	(2	steps)
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PIVOT-BASED
TRANSLATION

ENGINE

Source Language
text

Target Language
text

Analysis Generation

SL Text
MEANING

REPRESENTATION

1 intermediate structure

analysis: a data structure representing
the “meaning” of the source language
(source, domain, world knowledge)
generation: a text in the target
language (target knowledge)



Vauquois’	Triangle
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bla

Graphemic level

Morpho-Syntactic level

Syntagmatic level

Syntaxico-functional level

Mixing levels

Logics-Semantic level

Interlingua level

Deep Understanding level

Text

Tagged text

C-structures
(constituent)

F-structures
(functional)

Multilevel description

SPA-structures (semantic 
& predicate-argument)

Semantico-lingustic interlingua

Ontological interlingua

Direct

Semi-direct

Syntactic transfer (surface)

Syntactic transfer (deep)

Multilevel transfer

Semantic transfer

conceptual transfer



Examples	of	Structures	(1/3)

Multilevel	Concrete	Syntagmatic	Tree
Le	capitaine a	rapporté un	vase	de	Chine
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—
'DGN'
GN
OBJ1
ARG1

—
'PHVB'
PHVB
—
—

le
'le'
D
DES
—

capitaine
'capitaine'
N
GOV
—

a
'avoir'
V
AUX
—

rapporté
'rapporter'
V
GOV
—

vase
'vase'
N
GOV
—

un
'un'
D
DES
—

Chine
'Chine'
N
GOV
—

de
'de'
S
REG
—

—
'DGN'
GN
SUJ
ARG0

—
'GP'
GN
CIRC
UNDE

—
'NV'
PHVB
—
—

occurrence
Lexical Unit 
Syntactic or Syntagmatic Class
Syntactic Function
Logic and Semantic Relation



Examples	of	Structures	(2/3)

Semantico-Pragmatic	Task-Related	Pivot	(ontological)
<client>	et	je	voudrais	une	chambre	du	dix	au	quinze	septembreà	trento

speech	act:	give-information
concepts :	disposition,	room
dialog	act:	give-information+disposition+room
arguments:

disposition=(desire, who=i)
room-spec=(identifiability=no, quantity=1, bedroom, location=name-trento)
time=(start-time=(md=10), end-time=(md=15, month=9))
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{c:give-information+disposition+room (
conjunction=discourse, 
disposition=(desire, who=i), 
room-spec=(identifiability=no, quantity=1, bedroom),
location=name-trento, 
time=(start-time=(md=10), end-time=(md=15, month=9)))}



Exemples de	structures	(3/3)

Semantico-Linguistic	Pivot	(UNL)
Isaacsees that	an	apple falls and	heexplains it.
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agt(explain(icl>do).@entry,Isaac(icl>proper noun))
obj(explain(icl>do).@entry,:01)
obj:01(fall(icl>occur).@entry,apple)
and(explain(icl>do).@entry,see(icl>do))
agt(see(icl>do),Isaac(icl>proper noun))
obj(see(icl>do),:01)

explain

Isaac

agt

see
agt

:01

obj

obj

and

:01

apple

fall
obj

UNL (hyper) graph



Computational	Architecture
Programming	Paradigms

Empirical	methods

Hybrid	Approaches
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Computational	Architecture	

The	method	of	preparing	each	of	the	phases	
constituting	the	steps	...
analysis:	graphemic,	morphological,	syntactic,	…

...	this	dimension	is	in	fact	orthogonal	to	the	
linguistic	architecture
Three	families
Expert	Approaches
Empirical	Approaches
Hybrid	approaches
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Expert	Approaches

Direct	approach,	procedural
“Lingual	craftsmanship”
grammars,	automata	and	dictionaries	are	“coded”	
directly	in	a	programming	language

Rules-based	approach
Inspired	by	formal	linguistics	and	compilation
Formal	grammars,	automata	and	dictionaries
+
Engine

MT	in	a	Nutshell 59



Empirical	Approaches

Machine	learning
supervised	or	not	
of	correspondences	from	more	or	less	annotated	data
text	→	text
text	→	structure
structure	→	structure
structure	→	text
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Computational	Architecture

Summary	of	the	possible	approaches
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(intermediate)
representation i

(intermediate)
representation i+1

COMPUTATIONAL
PHASE

Possible
computational

type
expert empirical

procedural rule-based statistical
(probabilistic)

example-based

wellformedness
grammar rules

transition of 
transduction
automata

rewriting rules
transformational

grammars

annotated
(parallel) corpora

trees

raw
(parallel) copora

D’après	Christian	Boitet



CONCLUSION
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First	Remarks
The	translating	function	can	only	be	automated	for	
assimilation	and	dissemination
Near	perfect	TAO	is	possible	in	restricted	settings:	
Weather
Technique	not	extensible	for	the	moment
Examples	isolated,	few	real	situations

Current	MT	toolboxes	and/or	“off	the	shelf	systems”	
adapted	to	the	documents	to	be	translated	makes	it	
possible	to	obtain	usable	results	of	sufficient	quality
A	fare	number	of	toolboxes
A	multitude	of	systems
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Web	Pointers
Free/open-source	machine	translation	software
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