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Abstract— One of the major challenges for multimedia transiois over multimedia WSN (MWSN) in urban
environment is the scarcity of spectrum combinethwhigh radio interference. Such environment makes
difficult to ensure high bandwidth, low delay amavlpacket losses required for real time multimediaaming
applications. We target a scenario of video sulaatie in urban environment which not only requiéficiency

of spectrum utilization, but also requires enerfficient mechanisms for the battery operated MWSides. In
this paper, we propose a new solution for multimetlansmission over WSNs which uses cognitive radio
technology for spectrum efficiency and clusteringcimanism for energy efficiency. A video streamintuton

is proposed that is called “EMCOS: Energy-efficidviechanism for Multimedia Streaming over Cognitive
Radio Sensor Networks “. EMCOS ensures high quadit} time multimedia transmission from one or more
sources to a given sink, under different spectruailability conditions, while efficiently using thenergy of the
MWSN nodes. First, EMCOS clusters the MWSN nodés different clusters in order to ensure low energy
consumption. Additionally for clustering, EMCOS nmtly takes into consideration the geographic pmsst
but it also takes into account the actual and thecst of the channel availability in order to wasstable
clusters. Once the clusters are built, a clustadlig elected for each cluster in a way which presethe cluster
energy by considering the energy utilization ofchlister members. Further, to ensure the contdivedg from

the source to the sink, a routing / channel selaatiechanism is proposed. The channel selectibased on PU
activity forecasts to prevent frequent channel dviftg. Simulations show that our proposal EMCOS
outperforms the two existing pioneering mechanisalled SEARCH and SCEEM. EMCOS outperforms them
in terms of providing higher video quality, lowardeto-end transmission delay and lower frame lasis under
varied spectrum conditions.
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1 INTRODUCTION

Radio communications need efficient and adaptivehaerisms to tackle issues related to inherentlyjlexging
radio environment and scarcity of radio spectrumthis context, cognitive Radio (CR) is becomingramising
technology that enhances the performance of radimnmunication and improves the efficiency of radio
spectrum utilization by enabling flexible and adeptradio capabilities. Such CR capabilities aralded by
combining artificial intelligence, software-defingddios and opportunistic radio spectrum accesgnseh.
Cognitive Radio was defined by Joseph Mitola [4]iatelligent radio that can autonomously make slens
using gathered information about the radio freqyeRF) environment through model-based reasonirgcam



also learn and plan according to its past expeeiehater, Simon Haykin [1] defined CR as an imgelht
wireless communication system capable of being eawéits environment, learning, and adaptively diag its
operating parameters in real time for providingatde communication and efficient utilization ofetliadio
spectrum. Such intelligent radios use model-basedaning, and they learn and adapt based on thetr p
experiences. This definition was extended to CRmamtelligent wireless communication system whgsal is

to provide reliable communication and efficientliméition of the radio spectrum. This is achieverbtiyh the
CR capabilities of environment awareness, real teaening and real time adaptation of its operafiatameters
such as transmission power, carrier frequency asdiufation, etc.

CR uses opportunistic radio spectrum access tegésiguch that the unlicensed users, or secondary (&8Us),
continuously monitor the presence and activityhef licensed users, or primary users (PUs), totfiedspectrum
holes. This monitoring is done by different spegtrsensing techniques and spectrum holes are thus lerich
are not being utilized by PUs at a given time agiven location. The SUs can opportunistically adlithese
spectrum holes and they should ensure no inteiderasith the PUs.

Cognitive Radio is a promising communication tedbgyg for Wireless Sensor Networks (WSNSs) [1]. Its
opportunistic communication paradigm suits wirelesssor networks that carry bursty traffic duehirtevent
driven nature. Cognitive Radio can help overcongeptoblems of collision and excessive contentiolViBNs
that arise due to the deployment of several sermmreected through radio links. In comparison, esional
WSNs use fixed spectrum allocation policy and theérformance is limited due to low processing and
communication power of sensor nodes which are &fyicesource-constrained. However, WSNs operagr ov
unlicensed bands which are becoming saturated due significant growth in the number of wireless
applications using the same bands. Thus, theertg#l is to efficiently utilize the spectrum andstbhallenge
can be addressed by using cognitive radio techgdtmgWSNs.

Using CR technology for WSNs leads to a new paradiglled cognitive radio sensor networks (CRSN). A
CRSN consists of wireless cognitive radio sensaespwhich sense an event and collaboratively camuate
the information using radio spectrum in an oppdsgtim manner. Using CR technology in resource-aaiimstd
WSNs improves the spectrum utilization, enablestirchiannel capability and overcomes the probleneted

to dense deployment of WSNs or higher communicagienfiormance required in some WSN applications.

One potential application of CRSN is Multimedia Wéss Sensor Networks (MWSN). MWSN consists of
sensor nodes having low cost cameras and microphdhdtimedia sensor nodes are used to store, psoaad
transmit video, audio and image data for the appibas such as tracking and monitoring.

We consider video surveillance in urban environmesthe candidate scenario for multimedia streamiitiy
cognitive radio sensor networks. In this scenarialtimedia sensor nodes equipped with camerascameected
with wireless links in ad hoc manner. One or mdrthese nodes are active at the same time. Theyncowsly
monitor the environment and transmit the captuiiddaos to the sink node. These nodes operate oerieatand
hence energy efficiency is an important issue ligs system. Moreover, for wireless transmissiowidéo the
spectrum should be utilized efficiently as nowadap&ctrum in cities is a scarce resource. The diegn
spectrum bands (3G, 4G, etc.) are highly utilized ¢he unlicensed spectrum bands such as ISM banads
becoming highly saturated. That is why we propasergergy efficient approach based on cognitiveoréali an
efficient utilization of the spectrum.

The key issues and challenges of MWSN are high watd demand, high energy consumption, quality of
service (QoS) provisioning, data processing, amdpressing techniques, and cross-layer design:

- MWSN requires high bandwidth in order to deliverltimedia content such as a video stream, audio
stream or images. Providing high bandwidth carchedlenging with conventional WSNs which use
fixed spectrum allocation and operate over satdratdicensed bands.

- Multimedia transmission requires certain QoS guaes) However, QoS provisioning is very
challenging in WSNs as radio links can have vaeatapacity and delay. Nevertheless, in MWSNSs, a
certain level of QoS must be achieved for relialdivery of multimedia content.

- Energy efficiency is very important for MWSN as sennodes typically have low energy resources.
Thus, mechanisms need to be designed that focusnergy efficient communication to exploit
transmission power and spectrum characteristiceerformance and reliability trade-off.



- Efficient spectrum utilization, as discussed aboigejmportant because of scarce nature of radio
spectrum. Thus, a dynamic spectrum allocation seh@&mneeded for MWSNs that can take into
account the application requirements in terms oflibadth, QoS and traffic load.

CR technology can answer the above requiremenkWENs. CR can provide extra bandwidth and improve
the quality of service. However, such cognitiveioadpproaches, specific to MWSNSs, need to be dedign
which focus on energy efficient communication tglex transmission power and spectrum charactesists.
performance and reliability trade-off. In additidayw cost algorithms need to be designed for spatsensing
and dynamic spectrum usage. Most of the workseritarature focusing on CRSNs are related to spictrum
sensing [2]-[4]. A few works focus on multimediansmission over cognitive radio networks [5]-[But they

do not consider the WSN environment and the reletedtraints.

In this paper, we apply CR technology for MWSNSs #melkey contributions of this paper are:

1) New spectrum aware clustering mechanism for CRWBi clustering mechanism is spectrum aware and
takes into consideration the actual as well aguhee expected channel states.

2) New energy aware cluster head election mechanisnCRWSN: The proposed mechanism takes into
consideration the residual energy of the candidaster head as well as the consumed energy al¢oted
node.

3) Routing and channel selection mechanism for efficraultimedia delivery over CRWSN: The proposed
routing is a classical approach which uses TDMAelastra cluster communication and CSMA based inter
cluster communication. While the channel selectitechanism is based on the forecast of the PU fctivi
on different channels

This paper is organized as follows: Section | pdesgian introduction, the related work is discussegiection |,
Section Il proposes our approach. Section IV dises the performance evaluation of our approachttand
paper in concluded in section V.

2  RELATED WORK

Some existing works related to CR [1][2], focus epectrum sensing, dynamic spectrum access, MAC
protocols [3], routing protocols and QoS [4]. Adois just a sampling of the literature and martyeotworks
exists for CR for ad hoc networks and cellular meks because it is well studied in literature. Hogre the
research on applying CR to WSNSs is still in itslyeatage. The research solutions proposed for géperpose

CR networks cannot be directly applied to CRSNsabse of the unique features of WSNSs, such as rihited
resources and energy constraints. Thus, newer @Ros® are needed that should be customized foN§Vi®
account for resource and energy constraints. Ifspecifically focus on MWSNSs then there are manyrgne
efficient approaches, as classified in a surveyMW SN [5][6], but cognitive radio is not considdrés those
approaches. In particular, using CR with MWSN iwvesl a trade-off between spectrum availability, Qarargy
consumption and resource efficiency.

Some works related to multimedia streaming in CR&MNsdescribed in the following text. The followingrks
address issues related to different layers suttaasport, network, MAC and PHY layers. Bicen efd] discuss
the principal design challenges for multimedia dathy-sensitive data transport in CRSN. They expttifferent
transport layer protocols from the point of viewrofiltimedia transport in CRSNs. However, other ésslike
clustering and routing are not tackled. In orderatluress the problem of high bandwidth demands Qa8
requirements, Rehmani et al. [8] proposed chaboelding for CRSNs. The idea is to bond the contiguo
channels as compared to channel aggregation whitlaggregate non-contiguous channels, but is nmnplex
for WSNs. They proposed the channel bonding idehpainted out many issues and challenges. Howéiver,
algorithms and protocols to perform optimal charmiding were not studied and were left for futoek.

Liang et al. [9] studied the QoS performance infSBR. They propose a priority based mechanism in N&y@r.
The real time traffic is scheduled in guaranteatktslots and the best effort traffic is serveddntention access
period. They study the performance using analytinabels and show that satisfactory performance bman
achieved for real time traffic. An extension ofstistudy is presented in [10]. However, they doawutsider the
energy consumption and only the case related taluséer of sensor nodes is analyzed. Multi-clisstelustering
mechanisms and inter cluster communications areornidered.

Clustering is considered by Fard et al. [11], vgnopose a QoS MAC protocol for wireless multimesignsor
networks using multi-channel approach. The wirelgaffic is classified into different classes aniffedent
channels are adaptively assigned to different ittaffhis approach improves the throughput and delay
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performance while being energy efficient. Howewld activity is not taken into consideration andheeltister-
head is assumed to have multiple radio interfagbgh is not realistic. Wen et al. [12] propos&aS routing
protocol for ad hoc CRNs by considering parametach as available time, frequency bands, transonissinge,
error rate, primary user (PU) interruption rate arahsmission range. However, they only focus odrterend
delay.

Zhou et al. [13] propose a distributed scheduditygrithm for video streaming over multi-channelltirtadio and
multi-hop wireless networks. This approach develdpsributed scheduling schemes with the objectie
minimizing the video distortion, considering faigse The scheduling is formulated as a convex op#ititin
problem, and a solution is proposed by jointly édesng channel assignment, rate allocation, amding. The
work considers the trade-off between minimizing edddistortion of each stream vs. improving global
performance by minimizing network congestion. Hoar\they do not take cognitive radio into consitlera
They assume all channels are available and dynapgctrum access considering PU activity is notrtakéo
account. Moreover, note that energy managemermtisamsidered in the above works.

As compared to the above works, we propose a nedtimstreaming mechanism for MWSN that considers
dynamic spectrum access as well as energy managdmethividing nodes into clusters and electing ®us
heads. We consider actual and the forecast of ltteed@tivity and we also target realistic conditidaysassuming

a single radio interface.

3 NETWORK AND ENERGY MODEL

We assume a network of N SU nodes each havingnarfigsion range and initial energye. Each node is
equipped with a single transceiver which has thgabdity to switch among C transmission channeld an
common control channel (CC). The transmission canare used for content transmission, whereasC@e
channel is used for signaling and coordination ketwthe network nodes. By default, the transcesvemed to
CC and switches to a transmission channel onlyhen data transmission stage. Moreover, the trangmiss
channels are shared witiPUs which access the channel preemptively.

SUs use energy detection method for spectrum sgrasid a non-fading environment is assumed. Thes, th
signal received by a SU can be represented asv®l[d5]:

n(t), lf HO

s = {n(t) +SPUD), if Hy

1)

Where the null hypothesis Hepresents the PU idle state, the non-null hymighél represents the PU
transmission stateyt) is a zero-mean additive white Gaussian noise (Avénd SY(t) is the PU transmission
signal. Therefore, the probability that the SU detehe PU activity (f and the probability of a false alarm)(P
are computed as [15]:

Py = Pr{X > A,y |H,}

2
Py = Pr{X > A, |Ho}

Where X is the decision variable of the energy ci&ie mechanism andl,, represents the decision energy
threshold. A low value of fequates to a high probability to not detect thésigtof the PU, and consequently a
high probability of collision with PU. On the othband, a high #mplies low channel utilization because it
means that, with a high probability, the given Slsély estimates PU activity on the channel eveenmie
channel is free (p) from it. In our model},, = 0.1.

In our work, we assume a realistic energy dissppatnodel for radio communication [15]. The radiutus
composed offransmit Electronic Transmission Amplifieand Receive Electronicésee Figure 1). We assume
that the Transmit or the Receive circuit consumgs.#50 nJ/bit, and the amplifier consumeg,f100
pJ/bit/nf. We also assume that the energy loss is propaitiorthe distance between the sender and thevegcei
nodes. Thus, to transmitlabit message for a distancéthe energy dissipated,xEby the radio is given by
equation 3.

Ep (k,d) = Egjec * k + Egpmp * k * d? 3)
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Figure 1: First order radio model (Sour¢s])

In our work, the multimedia content generated bysaurce sensor node is an adaptive H.264/MPEG4
stream[17], organized as set of Group Of Pictures (GOBagh GOP is a sequence of three types of frarhes:
frame which can be decoded independently, P-frafiehacan be decoded from previous frames, and Bdsa
which need previous as well as succeeding frambs ttecoded. We assume, similaflt8], that the size of an |
frame is twice the size of a P frame and four tithessize of a B-frame.

4  PROPOSED MECHANISM

In this section, we describe the design of &mergy-efficientMechanism for Multimedia Streaming over
COgnitive Radio Sensor Networks (EMCOS). EMCOS is composed of tHewing building blocks: the
clustering module, the cluster-head election modulkdthe content transmission module (Figure 2).

The nodes in EMCOS are organized into a set oftailsisvhich collaborate to deliver the multimediantemt
from a source node to a sink node (Figure 3). Tstering in traditional WSN has been proved toebergy
efficient[16] and it consequently extends the life of thenwek. However, the clustering approaches adopied i
WSN are not suitable for CRSN since an additionalstraint, namely the spectrum availability, shduddtaken
into consideration. In this work we propose a néwstering mechanism suitable for CRSN. First, wespnt a
centralized approach. Then, we derive a distribatedi more practical approach. Once the clusterfoamed, a
cluster-head is elected for each cluster to coatdimouting as well as intra-cluster and interdglusontent
transmission. In EMCQOS, the clusterhead is eleteal manner which preserves the energy of the erustd
consequently of the whole network. Finally, wegem the routing mechanism coordinated by the eldstad.

Note that, in EMCOS, the intra-cluster communiaagicare based on TDMA algorithm, coordinated by the
cluster head. However, the inter-cluster commuitoat are CSMA based due to the lack of any global
coordinator and in order to avoid collisions. Thisategy has been widely proved in the literatorbd energy
efficient in the context of WSN. In addition, in roprotocol, the two mechanisms (CSMA and TDMA) can
evolve in parallel, which results in low routinglae

In the following text, we detail the clustering rhecism that we propose, and then we describe the
routing/channel selection algorithm.
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Figure 2: General architecture of EMCOS

Figure 3: The network organisation

4.1 SPECTRUM AWARE CLUSTERING

Clustering techniques have been widely studi&d] to design effective, scalable and energy &ffit delivery
mechanisms for WSNs. To achieve this goal, thre@gn maestions should be answered: (a) How to bdit t
clusters? (b) How to elect the cluster head? (cadiththe optimal number of clusters?

Authors in[18] have shown that the energy consumed in a n&tammposed of K clusters is given by equation

(5):

Enetwork = f:l Ei];tra—cluster + Einter—clusters (5)
where
Einter—ctusters = KCOPrdrznax (6)
N
EX ra—custer = 2CoP: Z d?(nk, clusterhead(k)) ™
i=1
and:

- Cy: constant loss factor

- P: minimum received power required by cluster headarrectly decode the received message.
- nk:thei™node of the clustek

- clusterhead(k): cluster-head of thi" cluster

- d(a,b) is the Euclidian distance between two poatndb

- dmaxis the transmission range of WSN node



- Nk the number of nodes in cluster

According to (5), minimizing the network energynisinly affected by the intra-cluster communicatenergy.
This latter is closely related to the distance leetwthe cluster-head and the cluster members Yeice.7

MiN Enepwork € min Yo d? (n{‘ center(k)) (8)

The problem of energy efficiency in WSNs has beédely tackled in the literature. However, in CRSNe
problem is different, since nodes without commoraratels cannot communicate with each other and
consequently should be in different clusters, eifetiey are in the transmission range of each otfidis
constraint should be taken into consideration wHésigning a clustering mechanism for CRSN. Tieecthe
optimal clustering problem in CRSN can be formudads follow:

K Nk
min(z Z d? (nk, center(k))) ©)
k=1i=1
Subject to:
vnk, n]’f € Cluster (k): |chanels (n¥) n channels(n]’f)l >1 (10)
and
vnf,nf € Cluster (k):d (nf,nf) < dpax (11)
where:

|chanels (n)| represents the number of available channels fdemd).

The constraint (10) ensures that the cluster ndde® at least one common channel. While constfaihy
ensures that the cluster members are within tmsnagsion range each other.

4.1.1 Constrained clustering for CRSN : Spectrum awarngreach

The minimization problem presented in (9) was thieject of many clustering algorithms such as k-rse&n
nearest neighbors’, graph-cut, etc. The commonestgpf these algorithms, exploited in the con@XiVSN, is
that they try to aggregate nodes into clusters bymizing the intra-cluster distance. These aldorn$ are not
suitable for CRSNs since two neighbor nodes witlamyt common channel should not be in the sameerlust

Recently, a new branch of clustering algorithms len developed [20][21], which cluster nodestamn the
distance between elements, while respecting a Egreonstraints between them: tineist-link constrainand
the cannot-link constraintThe must-linkconstraint on two elements and f requires that they must be in the
same cluster. While theannot-linkconstraint between; mnd f requires that the two elements must be in two
different clusters. In the example presented inufig4, we show that the pairwise constraint clirsger
algorithms are not relevant for CRSN. Indeed, ia &xample, the network is composed of three nagles:and

ne having the available set of channels: (), (ch, chs) and (ch, chy), respectively. The must constraint is
“Two nodes having at least one common channel shbalin the same cluster” and the cannot constrgint
“Two nodes without any common channel cannot bé¢han same cluster”. Applying the pairwise constraint
clustering algorithm in this case, results into chester composed of all the three nodes, even iene is no
common channel between the three nodes to ensgi@al communication between them. In this work, we
proposespectrum group-constraintlustering algorithm, which clusters the nodesolthare geographically
close and which have at least one common channel.

The clustering mechanism that we propose is basdbeactual as well as the forecast of spectruaiiahbility.
Indeed, in cognitive radio networks, the availapibf a channel depends on the PU activity on tinnel.
Forecasting the PU activity on a given channel jgiew a clear idea about the availability of thedraiel in the
future. This information is exploited to build ctess of nodes having common channels in the presewell as
in the future. In this way we ensure the stabiityhese clusters. To this end, we model the PWligcas a time
series. This model is build and updated based ®neifjular sensing of PU activity. In the followivge describe
our mechanism for PU activity forecast. We predest a centralized version of our algorithm, amén we
detail the distributed version.
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Figure 4: Pairwise constraint example
a) PU activity forecast

In order to ensure clusters stability, we not guist take into consideration the actual channellabiity, but
we also consider the stability of the channel auee. This is why we forecast PU activity on eadtarnel.
Indeed, a higher stability of common channels otuster lowers the need for re-clustering in thevoek. This
results in lesser overhead and lower number oftrégsion interruptions. In the following paragraple detail
the mechanism for PU activity estimation using tiseeies model, adopted in our work.

In the literature[22], many PU activity models have been proposeaesé models can be classified into
Markovian models, models based on queuing theodytlae models representing the PU activity as anCBR/
process. In this work, we model the PU activitydzh®n the spectrum measurements performed by RWTH
Aachen University[25].First, we note that the detection of PU charoeeupancy is done by a physical layer
module which indicates at timgif PU is actually using the channel or it is iteignode[23].

In order to study the evolution of PU activity ovitme we define random variablesand y, as the time
duration over which the PU is active and inactiespectively, on a channelBased on the consecutive values
of x, andy,, we construct the times seri@s},cy, {v:}rey Wherex; denotes the duration of tié& PU activity
period andy; denotes thé'" PU inactivity period. N is the set of integers.

In our analysis, we use the data set obtained fhenspectrum measurement study performed by RWTéhéa
University [25]. The measurements, collected from Decembdl 2006 to January"?® 2007 concern the
20MHz to 6 GHz bands, where most of wireless sesviwork today. We applied the Box-and-JenKi2g]
method to analyze time series, which consists rektisteps:

(1) verify the stationarity of the two time series_, andy,,.,
(2) Identify the time series order
(3) Estimate the model parameters

First, we run the stationarity test of the two tisggiesx,,, andy,,., to verify if the studied phenomena can be
modeled as time series:

E(z,) = u Where [ is constant independent of instant (12)
Cov(z,z,;) =y’ Only depends on time lag (13)

Wherez, . represents the studied time sergsg_, Or ¥, -

The obtained results showed that the two statipnadnditions (12) and (13) are satisfied in a# time series
resulting from the data. Consequent}yandy,can be analyzed using Box and Jenkins method andbea
modeled as Auto-Regressive Moving-average (ARMAjetiseries. For lack of space, we do not provide the
details related to the Box and Jenkins steps #®ttithes series,, . The same process is applied to the series

Yi,en 10 determine its model parameters. A detailedystsigirovided in our previous work [27].

In order to analyze the resulting time series, weduMinitab [28]. The obtained results indicatat tthe best
appropriate model is the ARMA (3,1). Based on tthis, PU occupancy model can be written as:

X = U+ @1Xiq + QX5 + Q3x;_ 3+ 0164+ & (14)
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Wherep represents the mean xf ¢4, ¢,, 95 A 6; denote the PU occupancy model parameteks @, ¢
related to the AR part arg related to the MA part). We applied the same teshe PU inactivity timey,, .,
and we conclude that it follows an ARMA (2, 1) mbde

After identifying the order of the ViCoV PU occupgnmodel, the next step is to estimate its parammek®or the
autoregressive part (AR), the parameters can b@uetea using the Yule-Walker equations [34]:

14
Ym = Z Pk Vm-k t O'f(gm (15)

k=1

Where m = 1,..p yielding (p+1) equationsy,, is the auto-correlation of ¥,is the standard-deviation of the
input noise process, and tbig is the Kronecker Delta function. Using EquatioB)(AR (p) parameters can be
estimated by replacing the covariance with itsnestéd values. The estimated AR parameters areutbexh to
deduct the MA parameter by identification.

b) Centralized clustering algorithm

In the centralized version of our mechanism that cai CEMCOS (centralized EMCOS), we assume a
centralized sink node which receives data fronmatles, mainly: the geographic position (GPS coetd) the
available channels and the residual energy. Thie e, based on the collected data, runs the ateeil
clustering algorithm and informs the different ne@out the clustering result.

After a sensing phase, each node builds a liswvaflable channels, and statistically predicts theilability of
each channel over time using the time series mpdedented in the previous sub-section. Let(tAbe the
channels availability matrix of nodeat timet, whereaf is a Boolean variable which indicate if the chdrmis
available for nodé.

Ai(t) = [a),a},..,af T

Similarly, we define the expected channels timeilaldity matrix E(t) whereef is the expected time
availability of the channel c in the node

E(t) =[el e}, ..,ef T

The clustering algorithm that we propose is ingpifeom the complete-link hierarchical agglomerative
clustering algorithm [21]. This algorithm first meiders each node as a cluster. Then, it regrcupséearest
clusters which respect the pairwise constraint. plaxess is repeated for the obtained clusters tnatistop
condition is satisfied. In our proposed algorithng replace the pairwise constraint with the speetgroup-
constraint, i.e. we regroup the geographically estaclusters which satisfy the condition “all thedas should
have at least one common channel”. Moreover, wenpte clustering of nodes having more common cHanne
which in turn have high expected availability tink@r that purpose, we define the spectrum affiodgfficient
between clusterdsandk’ as follows:

€6 ((af * ) * (afs * €0)

N = 16
SA(k, k") %) (16)
where:
dlk, k) = d(n;,n;
(k, k) nignkg;{ek (, le) (7)

For a clustek, we redefine the variables:
ay, : Boolean variable which indicates if the charmisl a common channel for all clustérmembers
er : Mean available time of the common chammel

We define, then, the clusters spectrum affinityriradM as follow:



ko ky K

ko 0 SAko k) ... SAlko k)
ky | SA(ky, ko) 0 ... SA(ky, k)
k; \ SA(k;, ko) SAlk, ki) ... 0

The centralized clustering algorithm that we prapissdescribed iklgorithm 1. The sink node, after receiving
data from all nodes, in the data-collection stefiializes each node as a cluster. It also compihiespectrum
affinity matrix (AM). For each line in the matrixdrresponding to a cluster)kit selects another cluster
corresponding to a high SA valug)(k The two clusters; land k are deleted from the AM and they are replaced
by a new cluster kThe spectrum affinity coefficients of clustarake computed using (16), wherg = af *

af andeg, = min(ef,ef). A new round of merge and replacement is staedtfe clusters, and the iterative

process stops if the maximum number of clustergashed or if there is no new merging possibiliggeen
any two clusters.

Algorithm 1: CEMCOS algorithm

Stepl: Receive nodes data : position, available chanh€ly, expected channels time availabilitytle

Step2: Spectrum group-constraint clustering algorithm

(1) Initialize each node as cluster

(2) Compute the spectrum affinity coefficient for equetir of clusters and build the affinity matrix

(3) For each cluster;find, in the AM, the cluster;kvith high affinity coefficient

(4) Merge the two clusters; &ndk; and remove the corresponding lines and columrthénaffinity
Matrix

(5) Add a new cluster k: aj, = af * aj ande, = min(ef,e;) and add it in the Spectrum Affinity
matrix

(6) If AM <> (0) or number of clusters =} Go to sub-step (3) (0) is the zero matrix, i.e. there is
no possibility of cluster the network

Step3: Inform nodes by the clustering results

c) distributed clustering algorithm

Whereas the centralized algorithm CESMOS allowsefficient spectrum aware clustering of the netwark,
suffers from some drawbacks. The signaling messagahanged between the nodes and the sink, generat
extra traffic which overloads the network. Furthere) the complexity of the algorithm is relatedthe square

of the matrix size, and consequently with the sizéhe network. The complexity of the proposed &thm is
O(n?), wheren is the size of the network. To deal with theseithtions, we propose the distributed version of
ESMOS, namely DESMOS (Distributed ESMOS).

The main idea behind DESMOS remains similar to CEXMInitially, each node is considered as a clhstza
of a single-member cluster. Based on the spectfimta between the network nodes, the clusterstardt in
an incremental way. However, rather than a ceam#dlientity performing the clustering process, eactie
broadcasts its available channels and their exgentailability time to its neighborhood. A clusteepresented
by its clusterhead, decides to join another neigichgster based on the spectrum affinity coeffitieetween the
two clusters. After the building of the clusterack node periodically senses the common channéis dister.
If a node detects that it is disconnected fromcloster (no common channel is available, due teaPtivity), the
node considers itself as a cluster head of a neglesmember cluster and a new beaconing-mergingegmis
started. A pseudo-code of the proposed DESMOS ithigois provided imAlgorithm 2.

Two kinds of beacons are used in the netwalkster head_beacoand node_beaconThe cluster head
periodically broadcasts@uster_head_beacoto inform about thecluster_id the cluster members, the common
channels and their expected availability time. Astér head receivingluster_head beaconsomputes the
affinity coefficient with each cluster and selettis cluster with the highest coefficient. It seadserge_request
message to the selected cluster.

A cluster head receivingraerge_requeshnessage, checks if the requesting cluster isldsest. If it is the case,
the two clusters merges. A new cluster head idedeand aluster_head_beacomessage is broadcasted in the
network. Each node of the network periodically loleests a standartbde_beaconto mainly inform about its
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residual energy, the available channels and thereis expected availability. The cluster head ediogly
updates the common channels and broadcastger _head_beacdhany changes are observed.

Algorithm 2: DESMOS pseudo-algorithm (executed by each netwodei)

Periodic_sensing_beaconing () // executed periodically by each node
Sensing () /6ens channels to check if there is always commaiedle channels with the cluster
if (cluster_id = Null) or (available_commun_channelsigter_id) = 0)
Cluster_id = new cluster_id() new cluster
Cluster_members FY // a new cluster composed of one node
Cluster_head_id = node_idthe node is the cluster head of the new cluster

If is_cluster_head)(
Broadcast_cluster _head_beacon (Node_id, Cluster_id , cluster_members;, &)

Broadcast_beacon (node_id, cluster_id, position, residual_enelyyE) // beacon of an ordinary node

OnEvent: receive cluster_head beacon (nodej)

If is_cluster_head)// Executed by the clusterhead
SA = compute_SAi(j) // Compute the spectrum affinity between clustearid cluster k
K, = Select_cluster_with_max_SA()among the cluster head requests, select thestlosie
Send_merge_request K

OnEvent: receive_merge request (cluster K )
If is_cluster_head)// Executed by the clusterhead
SA = compute_SAi(j) // Compute the spectrum affinity between clustearid cluster k

If (Kj = Select_cluster_with_max_SA())if the requester cluster is the closest one therge
Cluster_id = new cluster_id() New cluster
Cluster_size = cluster_sizg(k cluster_size(k
Cluster_members = cluster_member} (kcluster_members k
Cluster_head_id = elect_cluster_headJ(k;)
Broadcast (Node _id, Cluster_id , cluster_membersg, &) // cluster head beacon

OnEvent: receive_node beacon (nodej)
If is_cluster_heady// Executed by the clusterhead

Update (A)
Update (k)

If common_channels_changes

Broadcast_cluster_head_beacon (Node_id, Cluster_id , cluster_memberg;, &)

4.2 ENERGY AWARE CLUSTER HEAD ELECTION

In clustered WSNSs, the cluster head plays a majle in content routing from the source to the siBRch
cluster member sends the data to its cluster hehith forwards it to the sink node, directly ifig in the
transmission range, otherwise via other intermedifister heads. Selecting the cluster head isdhentreme
importance to ensure the continuity of the servidest of works in the literature select the nod¢hwhiighest
residual energy as the cluster head. However, dtiesgegy does not ensure maximum prolongation ef th
network life. Indeed, if the node with the highesergy is situated on the geographic boundary efcthster,

the cluster members will spend higher energy tolreébe cluster head, which is not an optimal enetdization

of the network. This is why in DEMCOS we proposeew cluster head election mechanism which ensures
efficient energy utilization of the cluster nodeslaconsequently longer life of the network. Ratifvem electing

a single cluster head always, each node in thderlis elected for a certain period, dependingtsrrdsidual

11



energy and other cluster members’ energy consumgticthis way, the cluster head function rotatesveen all
the cluster members.

The energy consumed by cluster head is relatetieadata received from the cluster members and dte d
transmitted / received from the other cluster hdadgach the sink. Whereas, the energy consumeddhyster
member is related to the data transmitted to thstet head. In this work, we assume that the enewggumed
for signaling is neglected, since the size of tigmaling messages is negligible as compared taittee of the
data (multimedia content).

Let's assum@ij the energy consumed by a nageer time unit to transmit data to the cluster headrepresents
the residual energy of the nodeand x represents the times that nofés a cluster head. The energy
consumption of a cluster composechafodes can be modeled as follows:

ExX=R (18)
Where
el ef er
E = e; 322 ez
en er en

The variables in this system are theResolving this equation is equivalent to definthg time that each node
of the network should be the cluster head.

Initially, once the clusters are built, the nodéhathe highest residual energy is elected as tin@deary cluster
head. It receives the information about the pasitod residual energy of cluster nodes. The clustad then
computes the variables' and resolves the equation (18) using the Gaussadoelimination algorithm
presented irAlgorithm 3. The temporary cluster head informs the otheresabout the schedule according to
which each node will play the role of the clusteadl &). The cluster head also informs about the chatmbké
used based on the expected availability time ottmamon channels.

We note that the cluster-head is elected peridglicéépending on the residual energy of the clustetes. This
means that the cluster-head function rotates arddfegent cluster nodes, which is also valid foe thst cluster
on the way towards the sink, which we call as #s mile cluster. Consequently, there is no hotgpoblem

(the problem of last mile node being overburderiadhe last mile cluster, because the cluster-Haadtion

rotates among the different nodes of this clusteen if the sink is static.

Algorithm 3: The Gaussian elimination algorithm for CRSN clustead election

Input: A= (EEXR
Qutput: X = A
for k =1 ... n:
i_max :=argmax (i =k ... m abs(Ali, k]))
Swap rows(k, i_max)
for i =k +1 ... n:
for j =k +1 ... n:
Ali, j1 == A, j1 - Ak, J] ¢ (AT, k] 1 ALk, K])
Ali, K] =0

4.3 ROUTING MECHANISM

The route establishment in DEMCOS is performed pr@active manner. The overall overhead is miniahize
because only the cluster heads are involved inpitasess. The routing of the content from the seurade to
the sink consists of three main phases. Initiglypute is established from the source clustehe¢osink node.
Then, the members of different clusters send ttmitent to the cluster head only if they do notehawalid or
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optimal route to the sink. This is done becaughéafoptimal route passes through a given node, itheifl be
non-optimal to send the data to the cluster-heaidhwiill only resend it to the node in order tofbewarded to
the next cluster.

Finally, inter cluster transmission is used to eotite content from a cluster to another till italess the sink.
We describe the each routing phase in the followexd

a) Routediscovery

At the end of this step a route is established feodluster Kto the sink node. To achieve this goal, messafjes o
discovery and reply are exchanged between theeclustad and its cluster members as well between the
members of different clusters. We note that thel miacovery is inspired from the CR AODV [30]. Wescribe

the different steps in the following:

Route request step: In order to establish the route from a clustetd<the sink, the cluster head of (CH)),
broadcasts a route request R_ REQUEST message d@Chehannel. A member of; Keceiving the message
might have the requested route in its cache. Bidhse, it broadcasts R_REP messages. Otherwigaitstfor a
random backoff time, and rebroadcasts the R_ REQUR&Ssage further.

Route announce step: A member pof a neighbor clustekK;, receiving the R_REQUEST, answers with a
R_REP message if it knows the route to the sirtlemtise it forwards the R_REQUEST to its clusteach€H.

If CH;, has the route in its cache, it broadcasts a R_RiEBsage. In this case, all clustgr tdembers
save/update the route to the sink in their cacaed,only the node; mebroadcasts the R_REP message. If the
cluster head does not know the route to the sidq it repeats the route request step.

We note that, in order to reduce the signaling lo@ad, a nodeyreceiving a R_REQUEST reacts only if it
receives this message for the first time, othervtiggores the message.

All the members of cluster;Keceiving the R_REP message save/update thetwthe sink, and only the node
n; forwards the message to the cluster head on Cnheha

b) Intracluster communication

Once the route to the sink is established, nodethéncluster send their content to the cluster heddch
forwards it hop by hop to the sink. The intra cdmstommunication is TDMA based and is coordinatgdhe
cluster head. The protocol is described in theofaithg paragraphs.

TDMA dots reservation step: The cluster head announces the request phaseh wparates in CSMA mode
on the CC channel. If the cluster member has a valite to the sink, it sends its content diresily inter
cluster communication using the learned route. @tise, the node transmits its content via the elubead. In
this case, the node sends D_REQUEST message tdudter head, announcing the number of requestesl ti
slots, the QoS level of the content (real-time,-neal-time) and the route to the sink if available.

TDMA dots allocation and transmission step: On receiving D_REQUEST messages, ttlaster head
allocates the TDMA time slots for each node, arttkdales the transmission channels, based on thectexp
availability time of each cluster channel using tinge series forecast model presented in 4.1.&.clisster head
broadcasts T_SCHED message to inform cluster mesvddsout the allocation of TDMA time slots as well a
the scheduling of the channels. On receiving théssage, the cluster nodes synchronize with theeclhgad
and start transmitting their content using thecalted time slots and the designated channel.

We note that in case of high TDMA slots request, ¢luster head prioritizes the | frames. In suchtext, the
cluster head fulfill first all the TDMA slots regsierelated to I-frames. Then, the remain TDMA slate
allocated to the P and the B frames.

c) Inter cluster communication

Inter cluster communication is needed to reachsthk. For that purpose, channel synchronizatioredgiired
between the egress node of the upstream clustethanicigress node of downstream cluster. Two iokester
communication situations are possible. A node carela content to transmit and also have a valiterothe
second situation is when a node receives content the cluster head to forward it to the downstreamster. In
both cases the edge node should synchronize witlde from the downstream cluster.

In DEMCOS, content transmission from a node to the clusted twavice versa is realized in TDMA mode.
However, a cluster member outside its TDMA slotduised to CC channel and works in CSMA mode. An
egress nod@; of clusterk; having a content to send/forward to the downstreluster k broadcastC_RTS
message on CC channel, in which it announces é#adle channels and the destination clusterA& noden
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from the downstream clustey, keceiving the messages and having at least omenoo channel with node,
responses witlc_ CTSon CC channel, announcing its decision about tmngunication channel. The nodge
then sends its content and waits for acknowledgémiémownstream cluster nodg does not acknowledge the
packet, the upstream cluster nageebroadcasts @ RTSmessage and the process is repeated until thertont
is acknowledged or a maximum transmission tentasiveached, and the packed in through.

5 PERFORMANCE EVALUATION

In this section, we evaluate the performance ofpsaposed mechanism DEMCQOS, using the network sitoul
NS-2. We compare our approach with SEARCH [14] S&dEEM [18]. The performance of the three protscol
is compared in terms of Peak Signal-to-Noise R@&BNR), frames loss, frames delay and energy copisom

The simulations were performed using NS-2 versiddil[31], extended to support cognitive radio ir th
physical layer using the (CRCN) patch [32][24].

The NS-2 CRCN patch does not implement the PU iactWwe developed the PU activity module, which
generates and maintains track of the PU activitgach band.

To implement our solution in NS-2, we considered #imple Mac protocoMaccon.ccprovided in CRCN
patch, which is multi-channel Mac protocol. In thi®tocol the channel selection is made at the Mger. We
modified it in such a way to be driven by our paibDEMCOS, which in turn is implemented as a nogti
agent in NS-2.

In all the experiments, we randomly deploy PUs &t nodes in a 500m * 500m area. The sink is chosen
randomly for each simulation run. The PU occupliesahannel randomly, and the SU can access theehifin

no PU is active on this channel. The protectiomeafor PU is 20 m, which mean the PU’s neighbothiwithis
range cannot access this chandhe radio propagation model adopted in our simohais two-ray
ground model implemented in NS2.

Regarding the transmitted video, we adopt the wideled “akiyo cif’ video, composed of 300 framesaat
resolution of 360 x 486. The frames are packednup6i0 packets of 1024 bytes each. In order to atalthe
PSNR metric of the received video, we use the vidgality evaluation tool-set EvalVid [33] on the
reconstructed raw videos. We note that the obtaiaedlts are the mean of 30 independent simulatios for
each scenario, represented at a confidence intef@&%. In Table 4, we summarize the simulatiorapzeters.

Parameter Value

Area 500m * 500m
Number of PU [2, 20]
Number of SU 150

Number of channels [2, 18]
Sensing time per channel 5ms
Channel switching time 36

Table 1: simulation parameters
5.1 PSNR

We first evaluate the performance of our approaEMEOS in terms of video quality. We compare theeneed

video quality at the sink node for the three protscDEMCOS, SCEEM and SEARCH, under different spec

and streaming conditions. Note that a PSNR valghemnithan or equal to 30 for a video is conside®d good
enough quality.

Figure 5shows the average Peak Signal-to-Noise Ratio (B$iNEe reconstructed video at the sink node under
different spectrum availability conditions. The rlaen of PUs in this scenario varies from 2 to 20e General
trend is that the video quality decreases withitieeeasing number of PUs in the network. Indeedreiasing PU
activity in the network leads to less availablerafels and consequently more packet loss. We nateéhth PSNR

is very low when SEARCH is used, mainly when thenbar of PUs is high. This is explained by the fhett
SEARCH is a reactive protocol: If the PU activity detected on the current used channel, a new isute
calculated. When the number of PUs increases,rétpiéncy of route recalculation increases and cpresgly
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more packets are lost. This results in a low PSOiRthe other hand, the video quality with DEMCO®étter,
since the protocol is based on the PU activity dast Indeed for the intra-cluster as well as titericluster
communications, DEMCOS selects a stable channalhnikiestimated to have lower PU activity. In aiddit in
DEMCQOS, the nodes are clustered based on the nuafl@mmmon channels for improved stability. If a PU
becomes active on a channel, the cluster-head hegitto another common channel to communicate \ih t
cluster members, without the need to a new roweodery. In addition, we note that the video qualitth
SCEEM is worse than with DEMCOS, since the commativa channel in SCEEM is selected without any
estimation of PUs activity on the channel. Thus BRIEesults in more channel switch and more re-elirsg of
the network, which leads to more packets lost amgt PSNR as compared to our approach DEMCOS.
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Figure5: PSNR Vs. Number of PUs

In second scenario, we measured the PSNR of tleévegtvideos in the sink node while varying the bemof
video sources from 2 to 20. The number of PUdsxisdfto 10 and the number of channels is also fixedO.
Figure 6 shows that video quality with DEMCOS dases when the number of video sources increasesisTh
explained by the fact that when the number of videarces increases, the cluster head cannot falfillhe
demands for TDMA slots reservation. In this cagewideo source should decrease the video ratepdaimed in
section3. The protocol SCEEM adopts the same strategyetiemour approach DEMCOS outperforms SCEEM
because it selects the appropriate channels feteclng and for content transmission, in ordervioichchannel
switching and re-clustering.
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Figure 6: PSNR Vs. Number of video sources

We now fix the number of video sources to 10, thenber of PUs to 10 and we vary the number of chianne
from 2 to 16. The results are presented in Figurehe graph can be subdivided to two main partse first part
corresponds to the case when the number of charmbktween 2 and 10. We note that in this partvitleo
quality increases exponentially with the numbercbénnels. With DEMCOS, the PSNR increases by 5 dBs
when two additional channels are available (fromto68 channels), and by three dBs with SCEEM. The
difference in video quality between our approact #re two other approaches is more significantasecof
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channels scarcity (<10). For 8 channels, the gualith DEMCOS is almost acceptable (~30dB), howeter
videos quality with SCEEM, for the same number lzdrmnels, have an average PSNR of 20 dB, and 19dB f
SEARCH. This shows that our approach exploits thailable channels better, mainly in case of channel
scarcity, thanks to the new clustering and the sbhscheduling mechanism, which takes the PU agtixend

as well as the common channels into consideratiothe second part of the graph ([10-18]), we rtot the
increase in the number of available channels tessdéfect on the video quality. Indeed two addaiochannels
(14 to 16) enhance the video quality by 1 dB folMDEOS and SEARCH.
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5.2 FRAMES DELAY

We now evaluate the three protocols in terms ofage end-to-end delay under different PUs densitiesfor
different video source bit rate (300 Kbps and 6@p&). We consider a scenario where the number arireis

is set to 10 and the number of video sources i3 ¢ to 10. The results are represented in Figuwdl the
three mechanisms achieve lower delays when the &Wita is low, since there are more transmission
opportunities without any interferences and retmsinsions. We also note that when the video bitisteigh ,

the delay is naturally lower as compared to whemn \ttdeo bit rate is low, for all the three mecharss
However, with SEARCH we obtain the highest averdglay among the three mechanisms. Indeed, when the
channel availability changes frequently due to bBigRU activity, the route discovery mechanism égjérently
triggered , which in turn results into a long endend packet delay. In addition, SEARCH involvesheand
every node in the route/channel discovery mechanidms results in high overhead and consequentidri
delay. On the other hand, in our approach, thestnigsion channels are selected based on the astindtthe

PU activity on the channel. Hence, low number o&rofel switching and low number of re-clustering are
performed. This explains the low delay in DEMCGsScampared to SCEEM. The delay with our approach is
500% lower than in SEARCH and 200% lower than SCEEM

The results in Figure 9 confirm the impact of ti#gewo bitrate on the end to end delay. The diffeeenderms of
delay is clearly visible when the bitrate is lowe(lveen 100 Kbps and 200 Kbps). However, the diffezeis
lower at higher bit rates (between 600 Kbps and Rbps), because the bit rate is almost within tixMRA
capacity. The delay continues to grow becauseefdétlransmissions due to the PU activity on thenchbs.
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We now study the impact of the number of clustershe end to end delay in DEMCOS and SCEEM. We tadop
the same previous scenario, and we fix the bittatd00 kbps, the number of PU is 10 and the nunaber
channels is also fixed to 10. We modified our @tistg algorithm and that of the SCEEM to fix thenher of
clusters in advance. The results are representemjime 10. We note that the frame delay incressgislly with

the number of clusters. It goes from 400 ms witlEE®! for 5 clusters to about 900 ms when the nunaber
clusters is 30, under bitrate of 300 Kbps. Simyiatthe frame delay goes from about 100 ms to mwaa 800 ms

in the case of DEMCOS under 300 Kbps.

1000

900

| —<— sceem, 300 Kbps

—a&— DEMCOS, 300 Kbps ---£#--- DEMCQOS, 600 Kbps

— -©—- SCEEM, 600 Kbps

800
700
600
500
400
300
200
100

Average frames delay (ms)

Number of clusters

Figure 10: Frames delay Vs. Number of clusters
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5.3 ENERGY CONSUMPTION

We study the energy consumption of our solution dedve the optimal number of clusters, from thénpof
view of energy efficiency. We vary the number afisters from 4 to 16 and we measure the averageyener
consumed by a node. The obtained results are eqpsgsin Figure 11.

Firstly, we note that DEMCOS saves 50% more enagggompared to the SCEEM protocol. This is essignti
due to the cluster head mechanism proposed in myoopal. Indeed, in DEMCOS the cluster head istetec
periodically in such a way to optimize the overalergy consumption of the cluster in each roundei&s, in
SCEEM, the node with higher energy is always etkas the cluster head, even if it is not the optiomee.
Secondly, we can see in the graph that the optmatber of clusters in these conditions is 12. When
number of clusters is very low (4 clusters), theerage distance between the cluster head and tls¢erclu
members is longer. This leads to nodes havingeodmore energy to reach the cluster head. Whenutimber
of clusters increase (from 4 to 12), the clustemchis closer to the cluster members, and the asesagrgy
consumed by a node is lower when the number ofesteiss 12. When the number of cluster is bigganth2,
we note that the energy consumption starts to &sereThis is because more clusters mean more raodes
involved in the forwarding of the content and cansently more energy is consumed.
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Figure 11: Average node energy consumption Vs. Number otetas

We now fix the number of clusters to 12, we varg tilumber of PUs, and we compare the average energy
consumption for the three mechanisms: DEMCOS, SCHEBN SEARCH (there is no clustering in the case of
SEARCH). We note that cluster based mechanisms (OB and SCEEM) outperform the protocol that does
not use clustering. This confirms the general ¢iffeaess of clustering to save energy in WSN. Meeepwe

note a slight increase in energy consumption foABEH, when the number of PUs increases. We explan

by the fact that more route re-calculations areladawith increasing PUs activity. Consequently nmemergy is
consumed.

On the other hand, we note a similar phenomenomwiaeying the number of clusters for DEMCOS and
SCEEM. The consumed energy decreases when the nuwhb®Us increases for PUs < 10. However, the
consumed energy increases when the number of Rtsases more than 10. We explain this by the oelstiip
between the number of PUs and the number of chistergeneral, more PUs in the network lead to more
clusters. This is why we obtain a similar shapthefperformance curve when increasing the numbelusters
(Figure 12).
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5.4 FRAMES LOSS

We also look at the performance in terms of how yndadeo frames were correctly delivered. We meattine
overall frames delivered for the three protocolse so measured the delivery of different typesiidEo
frames: I, P and B. The results are representeBlignre 13. We can clearly see the effectivenessunf
prioritization mechanism for the I-frames. Rememibat | frames are the most important video frabmsause
other frames use them for reference during videcodéing.. Indeed about 95% of I-frames are correctly
received, while only 80%of B — frames is correatdgeived due to the differential priority providéea these
frames.

O DEMCOS OSCEEM O SEARCH
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Frames | - Frames P - Frame B - Frames

Figure 13: Average video frames delivery

We conclude from this performance study, that DEMBO®a valid solution for video streaming over CR&id
it widely outperforms the pioneering state of thie @otocols. The results showed that DEMCOS casuen
good video quality. DEMCOS especially performs Iwehen the ratio of PUs and SUs is less than &,
number of channels is more than 10 and when the oftnumber of clusters to number of nodes is adou
12/150. Indeed, under these conditions, the videnahPSNR greater than 30, average frame delagfis
and very low energy consumption.

6 CONCLUSION

In this paper, we proposed a video streaming soiutalled EMCOS for CRSN, which operates under
varied spectrum conditions while minimizing the myyeconsumption in the network. Additionally,
we outlined a scenario of video surveillance whEMCOS is a perfect solution for multimedia
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streaming over cognitive radio wireless sensor agtywwhich requires high bandwidth, low delay and
high PSNR. EMCOS clusters the multimedia sensoesdrased on the spectrum availability as well
as the spectrum forecast in addition to node mosti This is done to ensure the stability of the
clusters. In addition, EMCOS elects the best ciustads to ensure high energy utilization in the
network. Moreover, it selects the best channelskvhre free of PU activity and which will stay free
for the longest period.

Using simulations, we showed that as compared w related existing mechanisms (SEARCH,
SCEEM), EMCOS allows to significantly improving thmeceived video quality in terms of delay,
PSNR and frames loss and optimize the energy cquisam Indeed, EMCOS increases the video
PSNR by 50% and reduces the average frame delaydog than 40%, while reducing the energy
consumption by 35%, as compared to the SCEEM pobtoc
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