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ABSTRACT

High Altitude Objects (HAO), typically sounding balloons,
are mobile objects that gather information (e.g. weather
data) during their trip and send it to base stations using
wireless communication. Once launched, these objects need
to be tracked and recovered, and ideally monitored to ex-
ploit data in real-time. This paper discusses about middle-
ware and embedded system concerns when monitoring such
objects. The architecture that is presented in the following
relies on both a monitoring middleware based on a modified
RFID suite (part of the OW2 Aspire project, primarily tar-
geting the management of objects in an Internet of Things
for RFID-based and sensor-based applications), and on an
embedded system (part of the HAO) with multimodal com-
munication capabilities. This approach has been validated
by two experiments consisting in a real time monitoring of a
sounding balloon. The whole application is generic enough
to be used to track and monitor other kinds of mobile ob-
jects, including sounding rockets and Unmanned Aerial Ve-
hicles (UAVSs).

*Assitant Professor, CTSYS group.
TPhD student, ADELE team.
iProfessor, ADELE team.
§Assitant Professor, COSY group.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.

Mobility 2009, Sep 2-4, Nice, France

Copyright 2009 ACM 978-1-60558-536-9/00/0009 ...$10.00.

Categories and Subject Descriptors

C.2.1 [Computer-Communication Networks|: Network
Architecture and Design— Wireless communications; C.2.4
[Computer-Communication Networks]: Distributed Sys-
tems — Distributed applications, Distributed databases; H.3.5
[Information Storage and Retrieval]: Online Informa-
tion Services —Data sharing, Web-based services

General Terms
Experimentation, Management, Measurement

Keywords
Internet of Things, mobile sensors, middleware, sounding
balloon, High Altitude Objects

1. INTRODUCTION

High Altitude Objects (HAO), typically sounding balloons,
can fly several hours (wind or motored powered) and reach
the stratospheric layer. During the journey, these objects
gather data (e.g. weather conditions) by the way of an em-
bedded system including a set of sensors and send data via
wireless communication links. Because the landing point
of these objects can not be predicted with a high accuracy
(simulation software using meteorological forecasts and at-
mosphere models can spot the landing point of a sounding
balloon within a 20km wide area), HAOs need to be tracked
in order to be recovered. Furthermore, since these objects
can be completely lost, data they gather have to be ideally
monitored in real-time.

The work presented in this paper intends to define and val-
idate a real-time monitoring system for such objects. This
monitoring system relies on a mobile embedded system and
a monitoring middleware. The embedded system has been
designed to fulfill some requirements related to energy con-
sumption, extensibility, weight, and taking into account the



fact that the HAO can often not be tracked only from a
single station and using a single communication link. The
monitoring middleware has been built by modifying a RFID
middleware conforming to the Internet of Things philoso-

phy.

The complete system has been validated by two experiments
that have been consisting in the real-time monitoring of a
sounding balloon. The last experiment is the result of a
teamwork performed by forty high school students, five un-
dergraduate computer science students, under the supervi-
sion of four researchers. This collaborative work, with the
help of the CNES by the mean of a sponsoring association,
has lead to the tracking of a 150km flight that lasted for
3 hours (2 hours ascending, 1 hour falling down). During
the journey, the embedded system has been transmitting
weather data (temperature, pressure) and GPS location to
a base station using both very high frequency (VHF) wide
range radio link and a GSM modem. Meanwhile, the mid-
dleware that has been adapted to be used in that context
has been able to store sensor data and display in real-time
monitoring information using graphical interfaces and maps.

The rest of the paper is organized as follows. Section 2 firstly
discusses background and motivations. Section 3 presents
the proposed architecture and details how a general-purpose
RFID middleware has been enhanced to support HAO mon-
itoring. Section 4 gives an overview of the experiments that
have validated the approach, also describing the system em-
bedded on the balloon. Section 5 concludes and presents
some further work.

2. BACKGROUND & MOTIVATIONS
Existing HAO tracking software like the ones developed by
the CNES [1] are not interoperable. They lack of flexibil-
ity for tracking and also of richness in data display. They
are also not suitable for current applications that use web-
centric technologies. Other similar domains, like sounding
rocket experiments, share some common points with sound-
ing balloons tracking. However, experiments with rockets
[2] often focus only on tracking technologies like GPS and
capturing sensor data (e.g. different types of solar rays)
available in higher altitudes. Trips are usually of short du-
ration and data is gathered without too much concern in
online monitoring like in the approach presented here.

In the embedded system that would go with the high alti-
tude object (HAO), there is a need for multimodal commu-
nication when sending data captured during the flight to a
base station able to receive and exploit this data. Similar
experiments with sounding balloons like [3] usually develop
proprietary software targeted to the experiment scenario.
That particular experience shares some elements with the
approach to be further presented, particularly according to
embedded system design. However, no information can be
found about the ground system architecture and the com-
munication interface redundancy. In our context, we inves-
tigate how to reuse off-the-shelves middleware that could
store sensor data and also could enable the real-time track-
ing and monitoring of the HAO trip by using a web-centric
environment. This data should be persistent as well, so it
can be retrieved later after the experiment is finished.

Middleware used to track objects in supply chains [4] have a
good potential for monitoring other types of objects. If such
types of middleware could provide the necessary extensibil-
ity for adding and storing the information that needs to be
tracked (like geographic positioning, altitude and pressure),
they could be easily used in the context of HAOs. A broader
vision for tracking objects and their information is found in
the Internet of Things, a term initially coined by the MIT
Auto-ID Center [5], where objects in a network (initially
targeting a supply chain) would be individually identified
with RFID tags. In a wider sense, this idea evolved [6] as
to refer to an ubiquitous object society where different ob-
jects are connected, combining RFID, sensor networks and
ubiquitous technologies.

In the Internet of Things, objects could be identified in-
stantly and related information could be easily found. How-
ever, existing standards [7] mainly focus on supply chain
objects equipped with RFID tags. Although it exists ob-
ject identifiers translation standards [8], these ones are still
focusing on supply chains, targeting product code schemes
instead of ordinary object ”candidate identifiers” (e.g. GSM
phone number, MAC address). Other approaches [9] also
defend the idea that the IoT should not be RFID-centric.
Also, proposals [10] aim at supporting other object identi-
fiers like ISO 14443 or ISO 15693. Other approaches [11],
promote IPv6 to identify physical objects inside the Internet
of Things.

2.1 Architecture

The suitable architecture, depicted in Figure 1, should be
flexible and general enough to be used in different contexts
for monitoring other kinds of objects like sounding rockets,
driftsonde balloons and Unmanned Aerial Vehicles (UAVs).
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Domain or Coverage Area

HAO X HAOY HAOY
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Figure 1: Functional Architecture Overview.



It would enable the collection of data from such types of
objects moving across relatively large distances, with the
requirement of data persistency in federated databases (a
concept that comprises several databases connected through
a network).

Due to the wideness of the covered geographical areas, we
assume that these objects should be tracked and monitored
by different organizations (aerospace security concerns are
out of the scope of this paper). For example, if an HAO
enters the aerospace of another region and keeps sending its
data, another base station should be able to capture the data
sent by the object and to store it in a database belonging to
this region. Information related to the tracked object should
also be shared across federated databases.

In the architecture illustrated in Figure 1, different base
stations, fixed or mobile (e.g. a support vehicle), are re-
ceiving data from HAOs and are storing it in their associ-
ated databases. Other base stations either in the same or
in a different coverage area could get information about the
same HAO. Even if the information is stored in a different
database, monitoring and reporting tools would have access
to a federated database. The monitoring and reporting tool
could take advantage of web technologies to enable data vi-
sualization from any endpoint with Internet access.

2.2 Communications

The next subsections enumerate the different kinds of re-
quirements that the system should fulfill, both under the
embedded system and the communications perspectives.

2.2.1 Embedded System Requirements
Because the object can be completely lost, the embedded
system should be low cost. Although it is not a manda-
tory feature, having GPS location could enhance monitor-
ing, through the use of a map-based display.

The embedded system should be extensible. The hardware
and software basis should be generic enough to be easily
extended to support additional/different sensors or applica-
tions domains.

Because the HAO journey can last several hours and because
its payload weight usually does not allow to use long-last
(and consequently heavy) batteries, the embedded system
should be energy efficient.

2.2.2  Communication Requirements
The communication of the HAO with the base station should
have a certain degree of flexibility.

Because of fault-tolerance concerns (communication failures),
but mainly as a countermeasure to prevent black-outs that
usually and normally occur on some communication net-
works, several communication interfaces should be available.
Wide range HAM radio link suffers for example from the
loosing of direct sight when pointing an object far away and
hidden behind landscape relieves. GSM operated networks
also let some areas uncovered or weakly covered for some
economical reasons. Having a set of complementary commu-
nication interfaces could consequently strengthen link avail-
ability. Nevertheless, the choice of a radio technology must

often usually be done according to national rules that some-
times forbid upstream communication.

Communication interfaces used should be energy efficient.
This requirement is shared with embedded system ones, for
the same reason.

Because the HAO can move far away from its base station (in
case of a fixed one), communication interfaces used should
be wide range.

3. MIDDLEWARE

For storing and monitoring data, the proposed architecture
relies on AspireRFID RFIDSuite that has been developed
by the LIG laboratory and that is also available as part of
the OW2 AspireRFID open source project [12]. This RFID
middleware allows for storing in a federated database sensor
data associated with an object. It also provides graphical
applications that can be used as a monitoring console for
data visualization. The middleware implements parts of the
EPC Global standards [7] that are used in the so called In-
ternet of Things. Figure 2 underlines (in the darker squares)
parts of the architecture that match EPC Global standards
used in the middleware.

‘ Applications ‘ ‘ ONS |
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Figure 2: Logical Architecture Layers

RFID/NFC readers are attached to edge computers. The
word edge refers to the nearness of the network frontier,
where objects (e.g. sensors, RFID tags) can be found. Edges
collect RFID tag information and can possibly add to it ad-
ditional data coming from local sensors. The filtering and
collection layer available in that part of the architecture im-
plements minimal filtering capabilities that avoid to send
duplicate tag readings (a tag can be scanned more than once
in a very small interval of time). The scanned tag and as-
sociated data are sent as Application Level Events (ALE)
reports to the EPC Information System (EPC IS) where
data is usually stored with persistency. The ALE reports
have a predefined set of information (e.g. tag IDs) that can
be sent along with it but support extensions for additional
data. In the case of our middleware, the ALE structure has
been extended to support sensor information. If any sensor
is attached to the edge application, the information is also
sent along with the ALE report.

Each time a new tag is read, the EPC IS notifies the Object
Naming Service (ONS), that stores object /EPC IS match-
ing. The ONS standard is promoted by EPC Global and



relies on the Domain Name System (DNS). The EPC Net-
work ONS infrastructure is managed by Verisign and re-
quires a paying subscription. This kind of monopoly pre-
vents small organizations to benefit from the Internet of
Things by sharing information about their objects. In addi-
tion, ONS mainly targets supply chain products rather than
ordinary objects as we propose.

The RFID middleware on which our architecture relies has
an ONS-like approach that could be called an Object Nam-
ing Web Service (ONWS) and that uses HTTP SOAP Web
Services instead of DNS. This web services approach allows
for easy and free sharing of information through the Internet
by different organizations, if using the same middleware on
both side.

The concept behind this implementation is rather similar
to the idea behind the ONS. Given an object identifier, the
ONS returns a list of service endpoints related to this ob-
ject. It is possible to get, for example, the historic of a given
object whose information is spread accross several EPC IS.
In our context, edges in base stations from different loca-
tions could for example receive information and send it to
their corresponding EPC IS. In the case of different organi-
zations (e.g. neighbor countries like France and Germany),
as presented in Figure 3, with different EPC IS instances but
under the same ONWS, information could easily be shared
and the same object could be transparently tracked in the
two different systems as if it was only stored in one.
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Figure 3: Physical Architecture Overview

The middleware has been designed with scalability in mind,
so it is possible to deploy all its elements (filtering and col-
lection, EPC IS, ONS, monitoring application) on one single
machine if necessary (e.g. to set up an autonomous mobile
station) or to distribute them over a set of networked ma-
chines. Its implementation targets the Java platform. In
the edges (here, part of base stations), the OSGi platform
is used to provide a dynamic component and service based
environment for readers and sensors. The EPC IS runs on
a JOnAS Java EE server that stores information in a rela-
tional database (by default an HSQL instance) and exposes
part of its functionalities as HT'TP Web Services. The ONS
is deployed as a HT'TP Web Service (that is called ONWS)
in a Java EE application server as well. Communication

between edge and EPC IS is performed via SMTP, Web
Services or JMS (Java Message Service). The latter is used
by default. Communication between EPC IS and ONS is
performed via Web Services.

3.1 Adaptations

Sensors and RFID readers are managed in the edge system
(i.e. in base station) by software components deployed in
a dynamic service platform. In the case of the sounding
balloon, all sensor data is however sent at once. Thus, a
single frame sent by the balloon either via HAM radio or
via an SMS message contains several sensor readings and
a "tag scan” (actually being the GUID of the balloon) at
once. There should be no sense in using a RFID tag as an
identifier for the balloon since no RFID tag scan would take
place. Therefore, some adaptations were needed in order to
support an ordinary object without any RFID tag ID. In our
case, the sounding balloon had to be considered as a pseudo-
EPC identified object so it could seamlessly be integrated as
a traceable object into the system.

A new module for the edge has been created in order to
allow this integration. A web service approach has been
used to expose an interface from the RFID middleware so
external applications could communicate with it simulating
RFID scans and sending sensor data as in the case of the
sounding balloon. The choice of an object identifier had to
be made, current standards only focusing on product identi-
fiers like barcode to be translated into EPC compliant stan-
dards. The phone number associated to the sounding bal-
loon’s GSM SIM card has been used as the unique identifier
required by the middleware (by translating it into a general
product code). Tag scan and sensor readings were broken
down into different events, sent separately to the filtering
and collection layer, so it could be seamlessly integrated into
the RFID middleware (with a behavior similar to the event-
based approach regularly deployed).

3.2 Monitoring Console

A web console application, that interrogates the ONWS and
EPC IS, allows to query and locate object IDs as well as to
visualize corresponding sensor readings. A map interface
using the Google Maps API also allows to see the motion of
the balloon, as illustrated in Figure 4.
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Figure 4: Monitoring Console, Map Interface
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Figure 5: Monitoring Console, Sensor Data

If such web-centric application can be publicly accessed over
the Internet, users located anywhere can monitor and follow-
up the data related to the balloon journey providing a real-
time experience during the flight. As the information is
stored in a database, data can be visualized anytime after
the experiment.

Other kinds of measurements like altitude and pressure are
monitored via graphs sharing the same generic but adapt-
able format. Figure 5 provides a snapshot of the generic
interface currently displaying the altitude.

4. EXPERIMENTAL VALIDATIONS

Two HAOs have been launched to validate the approach
presented in sections 2 and 3. The first launch, in 2008,
focused on setting up the embedded system and commu-
nication parts. The last launch, in 2009, focused on im-
proving sensors accuracy and monitoring. These experi-
ments have been sponsored by Planete-Sciences, a science
promoting association mainly lead by CNES (french space
agency). This sponsorship includes administrative arrange-
ment (CNES manages flight permission and insurance), ma-
terial support (Helium, flight chain elements not related to
payload, HAM radio communication device), and technical
consulting. The following presents these experiments and
the lessons learned.

4.1 Shared Elements

The following describes some elements shared by the two
experiments: the flight chain and the HAO hardware basis.

4.1.1 Flight Chain

CNES sponsorship, as it particularly includes insurance man-
agement, implies to fulfill drastic safety requirements. The
nacelle must be cubic and built using soft materials (e.g.
polystyrene), its weight must not exceed 2.5kg and its edges
must be at least 30cm long. The communication system
must run for at least 3 hours (which is a typical journey
duration).

The flight chain, as depicted on Figure 6, consists in four
elements:

e a latex balloon, inflated with 4m?® Helium gas,

e aradar deflector, used to avoid collision with airplanes,
e a parachute, used to decrease landing speed,

e a nacelle, containing the payload.

Figure 6: Flight Chain

The flight chain is assembled with the help of a CNES engi-
neer, on the launch day, and the flight can occur if and only
if the flight chain fulfills building requirements and if the
payload works properly (i.e. data can be received reliably).

4.1.2 HAO Hardware Basis
HAO hardware embedded in the nacelle during the two flights
consists in three parts, as depicted in Figure 7:

e a PIC micro-controller,
e a set of analog and digital sensors,

e a multimodal communication interface.

Figure 7: HAO hardware

The PIC architecture has been adopted as a basis for the em-
bedded system because it fulfills the requirement in terms of
energy consumption, extensibility (sensors, communication
interface), and because of the wideness of the associated
open source community.



The program run by the micro-controller polls sensors ev-
ery minute and sends data as a variable length ASCII string
(further called frame) using the multimodal communication
interface. The frame format is compliant with the one spec-
ified by CNES (it uses the same delimiters), and received
frames can consequently be further decoded using CNES
free software if needed. The frame contains a time stamp
generated on the embedded system, allowing for further cor-
relation of frames received by different stations which are not
time synchronized.

The set of sensors includes:

e temperature sensors placed inside and outside the na-
celle, connected to the micro-controller using digital or
analog links,

e pressure sensors, placed inside the nacelle, connected
to the micro-controller using analog links,

e a GPS receiver, connected to the micro-controller using
a RS232 serial line.

The multimodal communication interface consists in two
links, respectively related to operated and non operated net-
works:

e a GSM interface, used to send and receive SMS (the
upstream mode is used to force the immediate sending
of data),

e a HAM radio interface, used only in downstream mode.

When using the GSM interface, the frame is directly mapped
to a SMS. When using the HAM radio interface, digital data
are firstly sent at a rate of 600 Baud on a RS232 serial line to
a FSK hardware modulator (using 900/1200Hz frequencies).
Then, analog signal is transmitted by a frequency modula-
tion emitter (called Kiwi Millenium, and provided by CNES)
using 137.950MHz as carrier signal frequency.

There are two separate sets of batteries, representing 25%
of the payload weight, in order to ensure the complete sys-
tem to last enough. The first one provides a 9V / 250 mA
power supply for micro-controller, sensors (including GPS)
and GSM interface. The other is dedicated to the radio in-
terface, which requires approximately 200mA to work prop-
erly. Each set having a total capacity of 5000mAh, the sys-
tem can run up to 20 hours (which is much more than the
journey duration but helpful if HAO recovery takes time).

4.2 First Launch

The following gives some details about the first launch which
occurred in Easter 2008.

4.2.1 HAO and Stations

During this experiment, only digital sensors have been used.
Temperatures (internal/external) have been measured us-
ing LM75 sensors, linked to the micro-controller via an 12C
bus. Pressure has been measured using a MS55534A sensor,
linked to the micro-controller via an SPI bus.

Two stations have been used to track the flight:

e a base station using CNES hardware and software to
handle radio frames, and using a GSM modem and a
console-based application to handle SMS. Cartography
has been managed separately by pointing each frame
on Google Earth,

e a mobile station consisting in a car without Internet
connection, equipped with two HAM radio receivers
and a GSM. Radios receivers have been used without
FSK demodulators (not available on time), forbidding
onboard frame decoding.

4.2.2 Flight and Results

The HAO made a 210 minutes journey, climbing up to 32
km high, landing 150 km away.

The fixed station could received radio frames during the first
150 minutes of the flight but lost the balloon as it disap-
peared under the horizon during the landing phase (at an
altitude of approximately 8km).

GSM signal, and consequently SMS frames receiving, was
lost 15 minutes after the launching, at an altitude of approx-
imately 3km. GPS signal was lost at an altitude of 24km
(as predicted by constructor’s datasheet). Due to a software
bug, the lack of GPS signal induced a radio black-out of 45
minutes that ended as the HAO fell down under 24km. The
mobile station started tracking the flight 90 minutes after
the launching, driving from the base station location. Af-
ter the HAO has been lost by the base station, the mobile
station (too far from the HAO position to receive radio sig-
nal) succeeded in getting position via SMS, at an altitude of
2km. No further SMS request succeeded, since the balloon
had entered a GSM black-out area. Radio signal has been
gotten back near the last known position, and the balloon
has been retrieved 2 hours later (8 hours after launching) by
performing triangulation with the two portable HAM radio
receivers and directional antennas.

Due to casing issues, received temperatures were not realis-
tic and could not be exploited. Pressure sensor suffered of
malfunction immediately after the launching (it may have
been unplugged). GPS data collected permitted to further
compute ascending and descending speed and, by extrapo-
lation, to determinate the highest point reached.

4.3 Second Launch

From the lesson learned from the first one, the second launch-
ing, which has been made in Easter 2009, focused on improv-
ing mobile station as well as middleware.

4.3.1 HAO and Stations

For this experiment, analog temperature sensors made by
the high school students group have been added, linked to
the micro-controller via an ADC line. Digital pressure sen-
sor has been replaced by analog ones, also linked to the
micro-controller via an ADC line. A tiny camera (designed
for RC planes, and with a weight of 38g) with built-in SD
card storage has also been used to take still pictures of the
ground.

Two stations have been used to track this flight:
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e a fixed station, whose architecture overview is illus-
trated on Figure 8, using CNES hardware and in which
has been deployed the entire middleware described in
section 3 (edge, EPC IS and ONWS). An intermedi-
ate open source software has been developed (in Java
for portability) as a minimal core application for au-
tonomous mobile stations. It provides console-based
display, local text-based filesystem storage and generic
TCP-based forwarding. This software has been in-
cluded in the base station to send frame coming out of
the receiver serial line to the edge’s HT'TP Web Service
Module. The GSM part has not been coupled with the
software suite, it has been handled separately, with a
GSM phone.

e a mobile station consisting in a car with a 3G Inter-
net connection, equipped with a HAM radio receiver
coupled to a FSK demodulator and a GSM phone.

Figure 9: Mobile Station

The mobile station system used, which is presented on Fig-
ure 9 consists in a portable HAM radio receiver, a FSK hard-
ware demodulator, and a laptop. The signal coming from
the receiver (by the way of speaker connector) is demodu-
lated and frames are finally sent to the laptop via a RS232
serial line. The mobile station was here a kind of "mobile
fixed station” in the sense that the entire middleware, light
enough, has been deployed on the laptop (instead of acting
as an edge and forwarding the events to the fixed station’s
EPC IS).

4.3.2 Flight and Results

The HAO made a 180 minutes journey, climbing up to 26
km high, landing approximately 150 km away (10km from
first launch’s landing point).

Radio frames were never lost during the flight, as the mo-
bile station (started earlier than the first time) could receive
frames all along the trip. GSM signal was lost at an alti-
tude of approximately 5km. The balloon landed in a covered
area, SMS requests could consequently be sent successfully
after the landing. Balloon recovery was much faster because
of the knowledge of landing GPS location.

Some sensors did not work properly, but pressure and ex-
ternal temperature data could be exploited and correlated
with theoretical values. Still pictures taken by the onboard
camera could be further correlated with GPS locations.

The entire flight has been followed in realtime by forty high
school students in an amphitheater, using graphical user in-
terfaces (maps and graphs presented in Figure 4 and Figure
5) available from the middleware. It could also have been
followed from any Web browser.

S. CONCLUSIONS & FURTHER WORK

As part of the middleware infrastructure supporting the In-
ternet of Things, we can find federated databases that can
store and can enable object information monitoring. Al-
though these objects are basically RFID tagged products on
a supply chain, a RFID middleware can easily be enhanced
to be suitable for ordinary objects tracking. In the context of
HAOs, such adaptation combined with mobile technologies
has allowed to enable sounding balloon monitoring inside
the AspireRFID RFIDSuite.

The pseudo EPC identifier used for the sounding balloon is
not compliant with the naming scheme as defined by EPC
Global. Thus, in a global context requiring to connect to
the ONS paying service managed by Verisign, our approach
would possibly have integration problems. In the context of
our middleware with multiple EPC IS connected with the
ONWS, the location of non-RFID identified objects works
without any issue, as it has been validated by experiments.
Since we found a practical scenario where an alternative to
the product code oriented environment is needed outside
the scope of supply chain contexts, we can suppose that
standards that govern the Internet of Things would evolve
in such a way that soon any object could be supported.
We see no issue to conform to these to-be-defined naming
schemes.

The approach presented in this paper is generic enough for
further use in different contexts like monitoring data cap-
tured by Unmanned Aerial Vehicles (UAV), sounding rock-
ets, driftsonde balloons or other objects that use mobile
technologies for sending data similarly to what has been de-
scribed here.

As further work, we plan to launch another sounding bal-
loon in April of 2010 with multiple base stations feeding
different databases. Thanks to the web-centric approach
adopted by the middleware, the monitoring of the balloon
trip will be available through the Internet in real-time from



anywhere. It is also planned to avoid the use of a hardware
FSK-demodulator by replacing it by a software demodula-
tion done using the built-in audio card available on every
laptop/machine. This would make the following of the bal-
loon by HAM radio operators easier since it would no longer
require additional hardware.
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