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1. INTRODUCTION

1.1 Situation
Natural language (spoken and/or written) is an attractive modality for human-machine
interaction. As stated in [8]: speech requires no training; is fast; and requires little attention. Text
may be attractive when the utterances are short, when speech is not mandatory, or when speech
may be annoying to those surrounding the user. Currently foreseeable applications using a
natural language interface include multi-modal drawing tools [3, 7, 11], on-line travel information
[5] (and more generally, on-line information retrieval [6]), oral control systems, and finally
interpreting communication systems [8, 10].

1.2 Interest
We think that there is a real need to fill the gap between a “toy” and a real-scale application
with a component that can overcome difficulties arising while analyzing natural language.
Interactive disambiguation of the input is proposed as a reliable solution, which aims to produce
more robust, fault-tolerant, and user-friendly software integrated with natural language
processing components [1].
The interactive disambiguation process is then a crucial part of the system. How natural and easy
it is to use are the preconditions to the success of this idea. There is, thus, a real need to
experiment with the design of such a process to be able to propose a wording of the questions
used in the disambiguation interaction which will be understandable to users.

1.3 Presentation
What we investigate here is the understandability of the disambiguation dialogues that can be
produced by the method described in [2].
In the two experiments for which we give results here, the subjects read a text. They were
interrupted to answer questions when an ambiguous sentence was read.
In the next part of this paper we give the results of a pilot experiment and discuss its
implications. In the last part, we describe a second experiment and results. In conclusion we
draw implications of these results for automatic interactive disambiguation.

2. PILOT EXPERIMENT

2.1 Experimental materials
Two classes of dialogues were used. This required two groups of 12 subjects each. The text and
the ambiguities to be solved were the same for each group.
We designed a text that contained a set of 35 ambiguous sentences. The ambiguities in the
sentences were selected from naturally occurring ambiguities in a corpus of spontaneous



conversation collected at ATR, Japan [4]. The text itself was made up of two different stories.
The 35 ambiguities were distributed evenly over seven categories of ambiguities, i.e., five
examples of each category.
Of the five examples in each category, there were two sentences with easy interpretations and
three sentences with hard ones.  “Easy” interpretations corresponded to the most frequent or
most salient interpretation of a given sequence of words and “hard” interpretations
corresponded to an unusual, though possible, interpretation of a given sequence of words.  The
“easy” interpretation tended to be the sense that would “pop up” first in someone’s mind for
that sequence of words; the hard one was a much less likely interpretation. For example, the easy
interpretation of “I want to check in to the hotel” is “I want to register at the hotel;” the hard
one is “I want to investigate the hotel.”

2.2 Lessons learned
In the course of conducting the pilot experiment and discussing their impressions with subjects
afterwards, we learned a number of things that affected the design of the subsequent experiment.
Subjects frequently commented on how unnatural the text seemed to be. There were two reasons
why the text sounded unnatural. First, it included actual spoken English examples in written
form, surrounded by (made-up) written context. Transcriptions of spoken English often sound
unnatural, especially embedded in written text. Second, some of the “hard” interpretations were
ones that, in real life, only a computer would have trouble understanding. In trying to motivate
these difficult interpretations, unnatural text was produced.

2.3 Recommendations
We made a number of changes to the format for the second experiment based on our experience
in the pilot. We realized that using hard interpretations in the pilot experiment was a mistake.  It
made the text sound unnatural and made the task more difficult for the subjects, clouding the real
issue: how well they could respond to the different wordings of the dialogues.
We also changed the arrangement of the screen so that subjects could check back to the text to
confirm their understanding of the ambiguity involved. Subjects complained that they could not
do this in the pilot; this was also an unnecessary obstacle to the accomplishment of the task.
In the disambiguation interaction, subjects could chose as the correct interpretation, one of two
possibilities given in the dialogue box, or they could chose “no answer.”  While the “no
answer” option gave some interesting results, it also made it difficult to see clearly the trends in
how subjects answered the questions. For that reason, we designed the next experiment as a
forced-choice task.

3. SECOND EXPERIMENT

For this second experiment we chose to ask questions using both a textual mode and spoken
one. The spoken mode was added since it seems to be a promising modality [9, 12] in the
context of either textual or spoken input (interpreting communication, for example). [Is this OK?
I wasn’t quite sure I understood this sentence.]

3.1 Setting
For this experiment, the experimenter and the subjects were separated, sitting on either side of a
partition. They communicated through head sets (microphone, headphones).
The subject was asked to read aloud, slowly and carefully, a text displayed inside a text window ,
and pause between each sentence. The scrolling of the text window was controlled by the
experimenter (i.e., the text windows of the subject and the experimenter were synchronized).

3.2 Experimental materials
Two classes of dialogues and two modalities were used. This required four groups of subjects;
there were fifteen subjects in each group. The text and the ambiguities to be solved were the
same for each group.



The text to be read was entirely made up, that is, it didn’t contain examples from the “real”
corpus as in the pilot experiment. It consisted of three different stories and contained 35
ambiguous sentences.
Two sets of questions were prepared: one human-like, i.e., as if a human were explaining the
ambiguities, and one machine-like, i.e., as if the system were generating the explanations, similar
to those in the pilot experiment. The  contents of the textual and spoken dialogues were the
same. The analysis of the results is divided into three parts:  statistical analysis, behavioral
analysis, and the post-experiment questionnaire analysis.

3.3 Statistical analysis
3.3.1 Analysis of data actually collected
If we use the actual answers collected, the basic result is that the difference between the
responses to the human-like dialogues and those to the machine-like dialogues is significant
(p<.05) ; the human-like dialogues were easier to answer. This is affected by two questions in
the machine setting which were problematic. We did not present the interpretation choices for
these questions consistently with others for the same ambiguities. We will see in another
analysis below that the difference is not significant.
It appears that in both machine-like and human-like phrasings, the performance of the subjects
tends to be better with text questions, but we can’t draw any definitive conclusion since the
differences between spoken and textual dialogues are not significant.

3.3.2 Filtered analysis: problematic questions disregarded
In this case there is no significant difference between the subjects’ performance in the machine-
like dialogue settings and in the human-like dialogue settings.
Subjects seem to show better performance for textual dialogues than for spoken dialogues for
the human-like phrasings; however, there is no difference at all between text and speech for the
machine-like phrasings.  Again, the differences are not significant so no definitive conclusion
can be drawn.

3.3.3 Projected analysis: problematic questions corrected
In this third way of looking at the data, we excluded results for one question from the results for
the machine-like dialogues and adjusted the answers to second one according to what we
conjecture the answers would have been if the question had been labeled correctly. In this third
case, there is again no significant difference between the results in the machine-like and human-
like dialogue settings.
In this analysis, the results for spoken and textual dialogues were different for the machine-like
and human-like phrasings. The difference is again not significant; thus no definitive conclusion
can be drawn.

4. CONCLUSION AND PERSPECTIVES

If we allow for the problematic questions we see that there were no significant differences
according to the style (machine, or human) of the presentation of the disambiguation dialogues,
and no significant differences according to the modality (spoken or textual). The former result is
essential to the success of an automatic interactive disambiguation program. We have seen that
subjects are able to interpret the dialogues when presented in human-like, i.e., natural, phrasing,
but it is not likely that automatically generated dialogues can be so natural. Therefore, it is critical
that users be able to interpret the type of dialogues that machines are likely to be able to
generate. The results reported here show that this is indeed the case.
We also investigated whether spoken or textual dialogues would be easier to understand. This is
a design question; it affects how an automatic system will be designed, but is not crucial to the
system. The results found here, as well as comments made by some of the participants about
wanting to have text instead of speech, suggest that one design feature for an interactive
disambiguation system should be the option for users to choose in which modality they would



like to have the dialogues presented. According to our results, both modalities are
understandable.
Although the “repeat” option was not extensively used in the spoken setting, it is still necessary
to include it for cases where users cannot understand the dialogue after the first hearing. Other
suggestions made by the subjects can be easily implemented. For example, more of the context
of the ambiguity can be included in the dialogue; this would also support the most frequent
strategy used by the subjects in determining their responses, i.e., the use of context. In addition,
spoken utterances can be made shorter and faster. How best to use intonation in the spoken
presentation of disambiguation dialogues is an open and interesting question.
It will be also necessary to run an experiment using as the text, one provided by the subjects
themselves. This may be the only way to have a better analysis of the interactive disambiguation
methodology we have proposed.
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