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1. INTRODUCTION

This paper describes the first showcase of the NESPOLE!"
system. NESPOLE! is a speech-to-speech machine trans-
lation system designed to provide fully functional speech-
to-speech capabilities within real-world settings of common
users involved in e-commerce applications. The project is a
collaboration between three European research laboratories
(IRST in Trento, Italy; ISL at Universitat Karlsruhe (TH) in
Germany; and CLIPS at Université Joseph Fourier in Greno-
ble, France), one US research group (ISL at Carnegie Mel-
lon University in Pittsburgh, PA) and two industrial part-
ners (APT; Trento, Italy — the Trentino provincial tourism
board, and Aethra; Ancona, Italy — a tele-communications
company). The project is funded jointly by the European
Commission and the US” NSF.

The main goal of NESPOLE! is to advance the state-of-
the-art of speech-to-speech translation in realistic scenar-
ios and involving naive users. The first showcase presented
in this demonstration involves an English—, French—, or
German speaking client enquiring about winter-sports pos-
sibilities in the Trentino region of the Italian Alps via a
NetMeeting@® connection. His or her questions are answered
by an Italian-speaking agent at APT, while the NESPOLE!
system provides speech-to-speech translation and a multi-
modal Whiteboard, which users can use to point to shared
web-sites or draw on shared maps, therefore enhancing the
oral communication with extra capabilities.

This paper is organized as follows: we will first present a gen-
eral system description which covers the current hardware
setup as well as the design principles of the NESPOLE! sys-
tem in general. We will then present the user interface, and
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Figure 1: A wuser during a NESPOLE! video-
conferencing session.

the results from two system evaluations, one with respect
to system performance under different network conditions
and an end-to-end evaluation. The references at the end of
this paper serve as pointers to further information about the
NESPOLE! system.

2. SYSTEM DESCRIPTION

The NESPOLE! system uses a client-server architecture to
allow a common user, who is browsing web-pages on the
Internet, to connect seamlessly to a speech-to-speech trans-
lation service using for example Microsoft’s NetMeeting®)
software. In the current showcase, a user browses the web-
pages of the Trentino region in Italy for winter-sports possi-
bilities and, as he doesn’t find all the information he wants,
clicks on a button provided on the web-page to establish
a video-conferencing” connection to a human “agent” of
the Trentino tourist board (see figure 1). He can then
ask natural-language questions to the agent, which the NE-
SPOLE! server will translate and vice-versa. Currently, the

2The use of the video-conferencing feature is optional and
can be dropped to reduce bandwidth, as the system func-
tionality is fulfilled entirely by the data and audio streams.
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Figure 2: The distributed NESPOLE! system archi-

tecture.

agent speaks [talian, while the client can speak either En-
glish, French or German.

The Interlingua-based translation system covers the activi-
ties of planning and scheduling winter holidays and similar
activities in the Trentino region. By using NESPOLE!, cus-
tomers can be served in several languages without the need
to employ agents capable of speaking all of them. Addition-
ally, the NESPOLE! system incorporates a special White-
board with multi-modal capabilities, allowing the agent and
the client to share maps or web-pages.

2.1 Hardwarerequirements

The system requires no special hardware on the client’s side,
except a standard PC or portable device with microphone
and loudspeakers or headsets as well as an Internet connec-
tion with a bandwidth of about 64kbit/s. We have for exam-
ple demonstrated the system on a laptop running Windows
2000, connected to the Internet via a wireless LAN link.

The hardware setup used within the NESPOLE! system is
shown in figure 2. The client connects to a special server,
the so-called “Mediator” machine, which then in turn es-
tablishes connections to the so-called “HLT-servers”, which
provide the ASR and MT capabilities. The Mediator also
runs under Windows, while the HLT servers run on different
flavours of Linux on Intel PCs or Unix workstations. The IP
connections between the Mediator computer and the agent
and client use the H323 video-conferencing standard, which
is based on UDP for the audio stream. Data is transmitted
via TCP. This means that there will be little time delay dur-
ing transmission, which is important for human-to-human
communication, but short segments of speech can be lost
during transmission. The links between the Mediator and
the HLT servers use TCP. The effect of packet-loss on the
demo will be discussed in the system evaluation section. The
logical system design is shown in figure 3.

The system complexity is hidden from the user, as he only
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Figure 3: The logical view of the NESPOLE! system.

communicates with the Mediator computer. Currently, we
usually run the Mediator at IRST in Trento, while the agent
is being called at APT, also in Trento. The HLT servers,
which provide speech recognition, translation and synthesis,
run at the locations of the participating partners, i.e. at the
Universities in Trento, Pittsburgh, Grenoble and Karlsruhe.

The chosen design allows for maximum flexibility during
usage: Mediators and HLT-servers can be run in several
locations, so that the optimal configuration given the cur-
rent user location and network traffic can be chosen at run-
time. The computationally intensive part of speech recogni-
tion and translation is done on dedicated server machines.
The client machine can therefore be very “thin”, so that
the service is available nearly everywhere and to everyone,
including mobile devices and public information kiosks.

2.2 Software

A complete call through the system starts by a client re-
questing a NetMeeting connection with the Mediator. The
Mediator identifies the client’s native language by an en-
try in the “Name” field, which is transmitted during calls
and will then contact the HL'T server for the client’s lan-
guage, the HLT server for the agent’s language (currently
Italian), to check the availability of translation services and
try to establish a NetMeeting connection to an agent. It
will only accept the call from the client, once these three
required connections have been established. Speech from
the client will be received by the Mediator, forwarded to the
respective HL'T server, which will in turn perform speech
recognition and analysis into a language-independent “In-
terchange Format” (IF) [6], which is then transmitted to
the HLT server associated with the agent, where text will
be generated from the IF. This text string will then be syn-
thesized and the resulting audio is transmitted to the agent
via the Mediator. Multi-modal gestures, such as drawing
on a map or video data is transmitted directly between the
communication partners.



The speech recognition and translation components have
been developed by the participating partners during the
project. Further information on the implementation of these
modules can be found in the references at the end of this
paper, summarized in section 5. In NESPOLE! we use an
Interlingua-based translation approach, because this allows
us to easily expand the system to other languages thanks to
the star-shaped architecture evident in figure 3, and incor-
porate an user feed-back loop by generating a paraphrase in
the user’s own language (useful for error correction).

System response time is highly variable due to the uncer-
tain and varying network conditions. The speech recogni-
tion components use run-on recognition, i.e. recognition
starts as soon as the first packets of data arrive, and run
approximately real-time (German) or less than 3 times real-
time (English) on standard 1GHz Pentium-IIT PCs running
Linux. Depending on network conditions, text representa-
tions of speech recognition or translation, as discussed in the
following section on the user interface, can be available in
less than one second after a subject stopped speaking. Un-
der bad network conditions, the same process can however
take several seconds, too.

3. USERINTERFACE

Significant attention was therefore devoted to designing an
appropriate front-end user interface for the system, that
allows both clients and agents an intuitive and relatively
simple control over their communication process. The user
interface display is Windows®-based and consists of four
windows:

e the Microsoft®Internet Explorer
the Microsoft® Windows NetMeeting
the AeWhiteboard

the Nespole Monitor

These windows can be seen in figure 4. Using Internet Ex-
plorer, the user activates the audio and video call with an
agent who can help him and give him the answers and the
details he needs: all the user has to do is to click a button
on the browser page and automatically Microsoft Windows
NetMeeting is opened and the audio and video connection
goes up.

We found it important to visually present aspects of the
speech-translation process to the end user. This is accom-
plished via the Nespole Monitor display. Three textual rep-
resentations are displayed in clearly identified fields, shown
in figure 5:

1. a transcript of the spoken utterance (the output from
the speech recognizer);

2. a paraphrase of the utterance — the result of trans-
lating the recognized input back into the client’s own
language;

3. the textual translation of the utterance spoken by the
other party.
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Figure 5: The NESPOLE! monitor window.

These textual representations provide the users with the ca-
pability to identify wrong translations and indicate errors to
the other party. A bad paraphrase is often a good indica-
tor of a significant error in the translation process. When
an inaccurate translation is detected, the user can press
a dedicated button that informs the other party to ignore
the translation being displayed, by highlighting the textual
translation in red on the monitor display of the other party.
The user can then repeat the turn. The current system
also allows the participants to correct speech recognition
and translation errors via keyboard input, a feature which
is very effective when bandwidth limitations degrade the
system performance. The “Monitor” window, which allows
such interaction, is shown in detail in figure 5.

The AeWhiteboard is provided to improve the quality and
the clarity of the conversation through multi-modal tools:
it gives to the user the possibility to share with his remote
interlocutor an image or a user’s free-hand drawing; this is
realized in a very simple and intuitive way through a user in-
terface that follows the standards of Windows applications:
there is a menu, a tool-bar, and a status bar where the user
can read system, state, and button functionality explana-
tions.

The functionalities provided by the AeWhiteboard include:
image loading, free-hand drawing, area selecting, color
choosing, scrolling the image loaded, zooming the image
loaded, URL opening, and Nespole! Monitor activation.
The most important feature is that each operation the user
does is shared with his remote interlocutor, so they can com-
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Figure 4: The user’s view of the NESPOLE! system.

Figure 6: The AeWhiteboard in use.



municate while viewing the same images and drawing on
identical-image whiteboards. An example of the AeWhite-
board being used to highlight two towns and hiking path
between them is shown in figure 6. This figure is taken from
an extension of the system, which we currently develop, that
can also handle summer activities.

Typically, the client would ask for distances and directions
from a proposed location, say a hotel, to another, e.g., ski
slopes. By using the White-Board, the agent can indicate
the locations and draw routes on the map, accompanying
gestures with verbal explanations. The front-end of the NE-
SPOLE! system allows the participants to communicate en-
tirely with speech and use gestures whenever they want.

4. SYSTEM EVALUATION

Different evaluation sessions have been conducted, targeting
different aspects:

1. the impact and usability of multi-modality;

2. experiments for assessing the impact of network traffic
and the consequences of real packet-loss, on the sys-
tem’s performance; and

3. end-to-end performance evaluations.

The database collected during the project and which is be-
ing used in the various evaluations is described in [2]. The
evaluation concerning Multi-Modality is presented in the ac-
companying HL'T2002 poster presentation [4]. In this work
we will present the results from Network Traffic impact and
the End-to-End evaluation.

4.1 Network traffic impact

In our various user studies and demonstrations, we have
been forced to deal with the detrimental effects of network
congestion on the transmission of VolP in our system. The
critical network paths are the H323 connections between
the Mediator and the Client and Agent, which rely on the
UDP protocol, in order to guarantee real-time human-to-
human communication. For demonstration purposes, we can
of course circumvent the problem by positioning the three
components involved (client, agent, mediator) within close
proximity, this is however not a realistic scenario.

To quantify the influence of UDP packet-loss on real-world
system performance, we ran a number of tests between
German client installations in the USA (CMU at Pitts-
burgh) and Germany (UKA at Karlsruhe) calling a Me-
diator in Italy (IRST), which in turns contacted the Ger-
man HLT server located in Karlsruhe. The tests were
conducted by feeding a high-quality recording of the Ger-
man development-test set collected at the beginning of the
project into a computer set-up for a video-conference, i.e. we
replaced the microphone by a DAT recorder (or a computer)
playing a tape, while leaving everything else as it would
be for sessions with real subjects. In particular, segmen-
tation was automatically performed by NetMeeting. The
thus produced segments were recognized separately by the
HLT servers and the hypotheses concatenated to calculate

the WER over the whole dialogue. These tests (a total of

more than 16 hours) were conducted at different times of
the day on different days of the week.

All in all, we were able to run 16 complete tests, resulting in
an average word accuracy of 60.4%,® with single values in the
63% to 59% range for packet-loss conditions between 0.1%
and 5.2%. Higher packet-loss ratios, resulting from generally
bad network conditions, usually led to a breakdown of the
Client-Mediator or Mediator-HLT server link due to time-
out conditions being reached, or the inability to establish
a connection at all. These results are presented in graph-
ical from in figure 7. We were however able to record one
dialogue with 21.0% packet loss, which resulted in a word
accuracy of 50.3%. This dialogue is very difficult to under-
stand even for humans. From the recorded statistics, which
we present in a paper describing the Nespole! demo also in
these proceedings, we conclude that at least for packet-loss
ratios below 5%, this number alone is not sufficient to pre-
dict word-error rate. For 20% packet-loss, the loss in WER,
is significant, but we still observe less degradation than re-
ported in [8] on synthetic data. In practical use, one is,
according to our experience, likely to deal with packet-loss
ratios below 5%, where there is no clear correlation between
packet-loss and word-error rate.
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Figure 7: Influence of packet-loss on word accuracy
of the German Nespole! recognizer.

Generally, we conclude from these experiments, that packet-
loss influences the performance of the system, but there is
no clear and drastic influence of packet-loss on ASR perfor-
mance for the conditions we observed on our experiments.
However, because lost packets can also occur during the
transmission of synthesized voice, and the original voice is
also transmitted between Agent and Client, the user is eas-
ily disturbed by the chirping associated with lost packets. A
full End-to-End evaluation under all types of network con-
ditions however is beyond the scope of the presented work.

4.2 End-to-End evaluation

In December 2001, we conducted a large scale multi-
lingual end-to-end translation evaluation of the Nespole
first-showcase system. For each of the three language pairs

3The word accuracy on the clean 16kHz recording is 71.2%.



(English-Ttalian, German-Ttalian and French-Ttalian), four
unseen test dialogues that were not previously seen by the
system developers were used to evaluate the performance of
the translation system. The dialogues included two scenar-
ios: one covering winter ski vacations, the other about sum-
mer resorts. One or two of the dialogues for each language
contained multi-modal expressions. The dialogues included
a mixture of dialogues that were collected mono-lingually
prior to system development (both client and agent spoke
the same language), and data collected bilingually (during
the July 2001 MM experiment), using the actual transla-
tion system. This mixture of data conditions was intended
primarily for comprehensiveness and not for comparison of
the different conditions. The evaluation was conducted by
human graders, who manually segmented the dialogues into
“Semantic Dialogue Units” (SDUs) and then assigned scores
to every SDU present in the utterance. This scoring scheme
is discussed in [6].

‘ Language | Transcribed | ASR hypotheses |
English-to-Italian 55% 43%
German-to-Italian 32% 27%
French-to-Italian 44% 34%
[talian-to-English 47% 37%
[talian-to-German 47% 31%
[talian-to-French 40% 27%

Table 1: Cross-lingual End-to-End Translation Re-
sults (“Fraction of Acceptable SDUs (Interlingua
Units)”) on Transcribed Input and Hypotheses from
Speech Recognition.

The results of the cross-lingual evaluation are summarized in
table 1. Our results indicate that between 27% and 43% of
Interlingua Units (i.e. translation concepts such as “Request
to reserve 1 room for 2 persons and 1 week” or “Enquire
distance between hotel and bus-stop”) have been translated
correctly. While this level of translation accuracy cannot be
considered impressive, our user studies and system demon-
strations indicate that it is already sufficient for achieving
effective communication between real users, especially with
the multi-modal capabilities of the present system.

5. FURTHER INFORMATION

The NESPOLE! project [5] has already lead to a number of
publications on speech recognition [7, 10, 1] and Interlingua-
based speech-to-speech translation [6, 3, 9]. The NESPOLE!
database is described in [2]; as the system is currently regu-
larly demonstrated we are still collecting data under a num-
ber of different conditions. An accompanying poster presen-
tation is also appearing in these proceedings [4]. The project
web-site can be found at http://nespole.itc.it.
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