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Abstract—This paper relates a methodology to include some
semantic information early in the statistical langage model for
Automatic Speech Recognition (ASR). This work is dee in the
framework of a global speech-to-speech translatioproject. An
Interchange Format (IF) based approach, representig the
meaning of phrases independently of languages, isl@pted.
The methodology consists in introducing semantic formation
by using a class-based statistical language modedrfwhich
classes directly correspond to IF entries. With tld new
Language Model, the ASR module can analyze into IRn
important amount of dialogue data: 35% dialogue wods; 58%
speaker turns. Among these 58% turns directly anaxed, 84%
are properly analyzed.

I. INTRODUCTION

In automatic speech understanding or translatistesy, the
role of Automatic Speech Recognition (ASR) is tdadd a
text hypothesis from a speech signal while, geher#tis
hypothesis is further treated by a separate uraleisig or
analysis module, which transforms the text stringpia
semantic representation. Both ASR and understanfting
analysis) modules use linguistic resources likeiaharies,
language models and/or grammars, but they are sien
as “black-boxes” to each other. Even if some wdidese
Vermobil [1] or SLT [2]) report a real resource shg or
intelligent interfacing between ASR and analysis, our
knowledge, very few experiments have been carrigidt@

separate analysis and synthesis chains, insteadheof
otherwise required quadratic number of modules.
Furthermore, given that each module involves onhe o
language, native speakers of that language canhdo t
development. Another important advantage concerns
portability to a new language; given the described
configuration, a lower effort is necessary to madke
existing system capable of dealing with a new |aggu
This strikingly contrasts with the case of a directransfer-
based translation technique. In the first caseatldition of

a new language implies the constructior2nhew complete
modules to link, both ways, each old language torthw
one. In the second case, the addition of a newukage
implies the construction of an analysis and geimrat
modules for the new languages @hdtransfer modules to
link both ways each old language to the new one.

The IF [4] relies on dialogue acts, concepts, agdiments.
Dialogue acts describe speaker’s intention, gaad, meed.
Concepts define the focus of the dialogue act. S¢ve
concepts may appear in one IF. Arguments instantiat
discourse variable values. An IF is encoding a Stima
Dialogue Unit (SDU), thus a dialogue turn may havée
described with several IFs. The IF focuses morettan
intent rather than the literal meaning of the attee. For an
utterance meaning “I'd like a room that costs 7€ost the

IF would be:

c:give-information+disposition+price+room
disposition=(who=i, desire), price=(quantity=70,

include some semantic information early in the AS urrency=euro), room-spec=(identifiability=yes, room))

module.

This paper proposes to include some semantic irgtiom
early in the statistical Language Model (LM) for RSThis
work is realized in the framework of a global speés-
speech translation project called NESPO[H. Within this
project, an
representing the meaning of phrases independerily
languages, was adopted for the actual translafidns
pivot-based approach has several advantages
potentialities. The most obvious advantage is tduction

of the number of different systems, which have ® b
implemented. Given different languages, an analysis chain
(starting from the spoken input and delivering dan |

representation) and a synthesis chain (taking thRe
representation and providing a linguistic form for for
each language suffice to yield a system capablgeafing
with speech-to-speech translation between all @fibssible
language pairs. That is, the resulting system woetgliren
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Interchange Format (IF) based approach,

and |

The global architecture for speech translation guishe IF
approach is described in Figure 1.
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Figure 1: Overall components interaction in glo@ech to
speech translation system



This work is at the interface adpeech recognitiorand
analysis to IF modules. More precisely,
recognition module was adapted to be able to detivehain
partially or completely analyzed into IF. This wasne by
using a class-based statistical language modelwfuch
classes directly correspond to IF entries. In thethaod
proposed in this paper, only the most frequent #Fs
selected to represent a class in the language nibukel
methodology used to obtain this “semantic” languangpelel
is described in section 2 of this paper. Sectiopr&ents
some preliminary experimental results obtained wtits
methodology while section 4 concludes this work.

. LANGUAGE MODEL CONSTRUCTION

We now address the problem of predicting a wordnfro

the speech

Auto. analysisto | F

. NESPOLE
Dialogs
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{c:affirm} oui, ouais, euh oui, ...
{c:acknowledge} okay, d'accord, ...
{c:thank} merci, merci beaucoup, ...

Figure 2: Most frequent IFs select

previous words in the context of ASR system. Manw robust, pattern-based, automatic IF analyzeigsised to

researches have proved that “classes”, generalgirau by
clustering, can improve performance of various ratu
language processing tasks. Clearly, some wordsiarar
to other ones in their meaning and syntactic fimcti
Classes have been used to construct interpolatgdhri-
class-based language models. Some examples cauha f
in [7][8]. Various methods can be used for groupimayds
together to class according to the statistical laiity of
their surrounding. As defined in [9], there're thrgpes of
clustering algorithms. The first is a type that uis@rious
heuristic measure of similarity between the elentenbe
clustered and has no interpretation as a probgalmindel.
The second type has a clear interpretation as laapility
model, but no criteria to determine the number lokters.
The third has interpretation as a probability moaledl uses
some statistically motivated model selection, cidteto
determine the proper number of clusters. In owecdhe

automatically analyze a development corpus madef b
dialogue transcriptions collected during the NESEOL
project [2]. This corpus contains many possibleodjaes
between a client and a travel agency about prioatel and
ticket reservation for instance. The automatic gsialto IF
transforms all of these dialogues to IF language
representation. We then have a French-IF aligneguso It

is however not perfect since automatic analysisictsly
makes errors, but we make the hypothesis that etipse
errors the selection of the most frequent IF corepts is
correct. Then, we regroup the aligned data by I lest all
SDUs corresponding to a same IF, obtaining the séma
classes as shown in table 1. For instance affian class
will contain different variants representing a sameaning
in French.

The number of semantic classes obtained by thisnzatic
process is important, but taking into account tegjdiency

ASR is only a module of a global speech-to-speecsf occurrence and the size (i.e. the number ofawsifor a

translation system. This implies the class-basedgjuage
model construction fall in none of them. It is difént in
both construction methodology and obtained resudg.
introducing the use of “IF classes”, there will Ip&o
advantages:

like other class-based language model, it imprdhes
ASR results

classes are deducted automatically from IF-analyzg
corpus

Output sentences will be partially analyzed intq IR
which mean less time-consuming of the global preces

We present now how to construct the semantic laggua
model. This involves two steps: (1) the selectibthe most
frequent IF classes to be included in the LM andi{2 LM
calculation itself. The following details these tvateps
which are all full automatic.

A. Most Frequent If Classes Selection

Frequent-IF classes means IF components which apipea
most frequently during a dialogue. This is becairsea
dialogue, there are some semantic units which epeated

same class) of these classes, only 41 classesireiy f
retained.

Percentage in
IFs CLASSES Example SDU total 3194 SDUs
{c:affirm} oui, ouals, 22%
mouais...
L d'accord, o
2dc:acknowledge} entendu. ok... 19%
{c:exclamation Oh. ah. ha 1%
(exclamation=0h)} o

Table 1: Examples of frequent IF-classes

B. Language Model Estimation

Having obtained the list of semantic classes cpoeding
to frequent IF entries as illustrated in figurew& use it in
combination with the language model training datdouild
our new LM as shown in figure 3.

more frequently than some others, and there areyman

semantic units which appear in almost every diadoda
this step, we find out these frequent IFs and nggrihem
into classes corresponding to IF semantic enteasarqple
of these classes are dialog acts ldeknowledge affirm,
negate ...).
components selection was achieved automatically.
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Figure 2 shows how these frequent IF



B. Test Corpus

The test signals are 216 speaker turns extractad fhe
dialogue corpus collected during the NESPOLE ptojec
Table 2 shows examples of these test speaker (tinegs are
initially in French; here we translate them intogksh for

iF ligt (previous step)

.. |=>| Replace " Preparsd readers not familiar with French). We also showttie
W°’IdFS by |:> Corpus second column the hypothesis strings obtained gaubof

(words + IFs the recognition module with our semantic languageleh

We see that some simple speaker turns were analyzed
completely to IF. There are also some others moneptex
speaker turns which were partially or totally azely to IF.

Sut tayuee 1 s appuyan
Bien dirigée, la boulette

\

LM C
calculation |;> language :
tools model Reference sentences| ASR output with our new LM
c:affirm c:dialog-hear(who=i, to-

entateu

oui je vous entends

.........

Figure 3: IF class-based language model learnirthade

whom=you)

euh je vous entends paseuh c:dialog-hear(who=i, to-
trés fort mais c’est whom=you) pas tres forme ce_qu pn
correct est

c:exclamation (exclamation=wow)
c:affirm c:acknowledge

c:affirm

On the language model training data which compo$d®$
NESPOLE dialogues, we replace all words which are
elements of our new semantic classes by the nantbeof
class itself. It means replace french semanticsuoyt their
IF representation equivalents. This result in aefyared”
training corpus which contains both french wordsl -
language entries. Next, the traditional trigram glaage
model calculation tools are used and give our reawgliage
model.

oh oui c’est boh

oui®

d'accord c:acknowledge

Table 2: Examples of hypothesis strings obtaineolggut
of the ASR module with our new LM

C. ANALYSIS OF THE RESULTS

1) Error Rate Comparison
First, in order to verify that these changes inrgognition
module allowing a partial analysis to IF do not ket the
performance of the initial speech recognition systeve
have compared the error rate between initial systechour
new system. The Word Error Rate (WER) obtained ttith
initial system using classes constructed manuadly 81.9%
while the WER obtained using the new LM, and after
reconstructing French text from the IF-classes32s9%.
Thus we can say that the new LM does not introduce
systefignificant ASR performance degradation.

2) Statistics On Early If Analysis During ASR
The 216 test speaker turns were made up of 915 sword

Having the new LM properly built, we have integchi@nd
tested it in the complete speech recognition syst€he
experimental results are presented in the follovaection.

Ill. EXPERIMENTAL RESULTS
A. ASR System Description

Our continuous French speech recognition
RAPHAEL uses Janus-lll toolkit [6] from CMU. The
context dependent acoustic model was learned ar@mus

that contains 12 hours of continuous speech ofpgalers.
The vocabulary contains nearly 1500 lexical forssme
lexical forms are specific to the reservation o tiourist
information domains whereas the other words arentbet

Among these 915 words, 35% were directly analynéal liF
early in the ASR module.

If we look at the speaker turns, 125 turns amorg) (58%)
were directly analyzed into IF early in the ASR naled Of

frequent words that can be encountered in the Kreneourse, these are mainly the shortest dialogues tufmich

language. More details on the French ASR used
NESPOLE can be found in [3]. The LM of this systases

were totally analyzed during ASR, but these resalts
encouraging since a significative part of the IBlgper may

classes selected manually; moreover, elements eseth be saved by the ASR module using IF class-baseglitage

classes were selected manually, too.

For contrastive tests, two language models leanredhe

model.

If we look more precisely to the data, among th88&6

same training corpus were calculated: one usingseta turns directly analyzed, we find 84% turns properly
constructed manually and one with semantic classed)alyzed. This percentage corresponds to the ABtRrsee
obtained with the automatic methodology describad i€rror rate on our test set.

section 2. We've compared after that these twoltedor
evaluation.
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IV. CONCLUSION

We have presented a new methodology for automptical

introducing some IF-classes into a statistical U

2yes i can hear you

3 hum i can not hear you very well but it's okay
4 oh yes that's fine

®yes

® okay



model. This “semantic language model” was testetha
framework of a speech-to-speech translation projatith
our new IF class-based language model, the ASR laodu
can analyze into IF an important amount of dialogata:
35% dialogue words; 58% speaker turns. Among tb&8%¢é
turns directly analyzed, 84% are properly analyzeduture
works, the analysis module will further need todtightly
adapted to be able to treat mixed IF — French ispirigs.
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