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Dyadic co-clustering

Classical problem

2 types of objects linked by a simple relationship:

contain

Classical representation

A co-occurrences matrix:
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Multiple interrelated types of objects

How can we co-cluster multiple types of data objects?

How are they linked to each others?

How can we build a model to represent their relationships?
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Multi-type co-clustering

Example

3 types of objects linked by pairwise relationships:
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Representations

A set of co-occurrences matrices (one for each relationship)

or a n-partite graph
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Going further...

What if the 3 types of objects are linked by a triadic relationship?

Example

Viewers are giving feedback on the performance of actors in different movies.
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Representations

A n-way tensor

or an hyper-graph.
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List of solutions

Multi-Latent Semantic Analysis (MLSA)

Relational Summary Network (RSN)

Multi-way Distributional Clustering (MDC)

Linked Matrix Factorization (LMF)

Spectral clustering on Multi-type relational data

Multi-way Relation Graph Clustering (MRGC)
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Linked Matrix Factorization

From...

W. Tang, Z. Lu, and I. S. Dhillon, Clustering with Multiple Graphs, to appear
in Proceedings of the IEEE International Conference on Data Mining (ICDM),
December 2009.

Problem

How to combine information coming from different sources?

abstract title keywords author citation

Figure 1. Spy plots of SIAM-similar data set (upper row) and SIAM-different data set (lower row). SIAM-different data set can be seen to be easier to
cluster.

• SIAM-different: containing 1260 articles published in
SIAM J DISCRETE MATH, SIAM J OPTIMIZ and SIAM
J SCI COMPUT;

• SIAM-similar: containing 1690 articles published in
SIAM J MATRIX ANAL A, SIAM J NUMER ANAL and
SIAM J SCI COMPUT.

Our task is to discover the natural cluster structure of
journals based on the document similarities extracted from
different sources. Note that SIAM-different is composed
of three journals from different research areas and hence
is easier to cluster, whereas SIAM-similar contains three
journals on highly related research topics and is more
difficult to cluster.

In both subsets, we consider document similarities from
five different sources. The first three are obtained from
document-term matrices; in particular, each document can
be represented as a vector of non-trivial words from different
parts of the articles, namely abstract, title or keywords.
We calculate the cosine similarity between each pair of
documents within these different contexts to form the first
three similarity matrices. The last two similarity matrices are
obtained via the author and citation relations, respectively.
Details about the five link types are described below:

• The abstract similarity matrix A(1) is constructed from
the document-abstract matrix. A

(1)
ij is the cosine simi-

larity between the abstracts of documents i and j.
• The title similarity matrix A(2) is formed from the

document-title matrix. A
(2)
ij is the cosine similarity

between the titles of documents i and j.
• The keyword similarity matrix A(3) is computed from

the document-keyword matrix. A
(3)
ij is the cosine sim-

ilarity between the keywords of documents i and j.
• The author similarity matrix A(4) represents the number

of common authors for each pair of documents.

• The citation similarity matrix A(5) has the citation rela-
tion between each pair of documents. A

(5)
ij = A

(5)
ji = 1

if there is citation between documents i and j, and 0
otherwise.

Figure 1 shows the“adjacency” matrices for documents
composed from the five different sources, where we plot
the presence of (non-zero) edges (called spy plot) with
documents listed according to the intended clusters. Clearly,
information from different sources show very different char-
acteristics. For example, the co-authorship graph is usually
much sparser than the proximity based on abstracts, but
intuitively each co-authorship edge is more informative.
Due to the extreme sparsity, some graphs alone do not
contain complete information of the structure. Indeed, the
co-author relationship shown in Figure 1 contains over 100
disconnected components, and is therefore unable to reveal
the 3-cluster structure inherent in the data. It is useful
but challenging to combine the distinct characteristics of
different graphs–for example, the sparse but informative
relations as well as abundant but less informative ones.

B. Clustering with Individual Graphs

We adopt Normalized Mutual Information (NMI) to mea-
sure the clustering performance. Figure 1 shows spy plots
for all the five adjacency matrices belonging to the SIAM-
different and SIAM-similar data sets, with documents being
aligned to their published journals. Clearly each graph
contains certain information about the relationships between
documents. If we apply spectral clustering [1] on each
individual graph, we get the clustering results shown in
Table I in terms of NMI. It is clear from Figure 1 and
Table I that although the edges in the last two graphs are
highly consistent with the cluster structure of journals, they
do not contain enough information to recover the clusters

abstract title keywords author citation
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Linked Matrix Factorization

Model

A ≈ PΛPT where P is an N x d matrix and Λ is a d x d symmetric matrix.

G =
1

2

M∑
m=1

‖A(m) − PΛ(m)PT‖2F + . . .

Finally find the clusters with P.
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Solutions for high-order co-clustering

List of solutions

Tensorial Probabilistic Latent Semantic Analysis (T-PLSA)

Non-negative tensor factorization

Hyper-graph partitioning

Multi-way clustering using Bregman divergence
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χ-Sim algorithm

Principle

From a co-occurrences matrix, computes the rows and the columns similarities.
Then, perform a clustering algorithm on both similarity matrices.

How can we use for multi-type (or high-order) co-clustering?
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Chain

Principle

Compute the similarity matrix from a first data matrix,
and use it to initialize the algorithm with a second matrix.

Problems

How do we choose the order of the matrices?

How many matrices do we use?

How many iterations do we perform for each matrix?
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Alternate

Principle

Similar to the previous one, but performing only one iteration on a matrix.
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Merge

Principle

Compute the similarity matrices from several data matrices,
and merge them before performing the clustering algorithm on it.

How do we merge? (average, min, max...)
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Few results

Using only one matrix

M1 M2

1 iteration 31,6 % 26,8 %

2 iterations 31,2 % 40,9 %

Chain

M1 → M2

1 iteration - 1 iteration 37,6 %

1 iteration - 2 iterations 40,5 %

Merge

min merge(M1,M2) max merge(M1,M2)

1 iteration - 1 iteration 50,2 % 31,2 %
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