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Outline

@ The clustering problem
@ Dyadic co-clustering

@ Multi-way co-clustering
@ Multi-type co-clustering
@ High-order co-clustering

© Existing solutions
@ Solutions for multi-type co-clustering
@ Solutions for high-order co-clustering

© Proposed solutions for multi-type co-clustering
@ Chain
o Alternate
o Merge
o Few results
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The clustering problem Dyadic co-clustering
Multi-way co-clustering

Dyadic co-clustering

Classical problem

2 types of objects linked by a simple relationship:

contain

documents words

Classical representation

A co-occurrences matrix:

words
1 0 2 1
0 2 3 0

documents
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The clustering problem Dyadic co-clustering
Multi-way co-clustering

Multiple interrelated types of objects

How can we co-cluster multiple types of data objects?

@ How are they linked to each others?

@ How can we build a model to represent their relationships?
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The clustering problem Dyadic co-clustering
Multi-way co-clustering

Multi-type co-clustering

3 types of objects linked by pairwise relationships:

movies

\

actors

keywords

Clément Grimal (LIG PhD student) Learning with a collection of matrices, and tensors



The clustering problem Dyadic co-clustering
Multi-way co-clustering

Multi-type co-clustering

Representations

A set of co-occurrences matrices (one for each relationship)

actors

movies

or a n-partite graph
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The clustering problem Dyadic co-clustering
Multi-way co-clustering

High-order co-clustering

Going further...

What if the 3 types of objects are linked by a triadic relationship?

Example

Viewers are giving feedback on the performance of actors in different movies.

viewers

actors
movies
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The clustering problem Dyadic co-clustering
Multi-way co-clustering

High-order co-clustering

Representations

A n-way tensor

viewers

or an hyper-graph.
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Solutions for multi-type co-clustering
Existing solutions Solutions for high-order co-clustering

Solutions for multi-type co-clustering

List of solutions

@ Multi-Latent Semantic Analysis (MLSA)
Relational Summary Network (RSN)
Multi-way Distributional Clustering (MDC)
Linked Matrix Factorization (LMF)

Spectral clustering on Multi-type relational data
Multi-way Relation Graph Clustering (MRGC)
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Solutions for multi-type co-clustering
Existing solutions Solutions for high-order co-clustering

Linked Matrix Factorization

W. Tang, Z. Lu, and I. S. Dhillon, Clustering with Multiple Graphs, to appear
in Proceedings of the IEEE International Conference on Data Mining (ICDM),
December 2009.

Problem

How to combine information coming from different sources?

abstract title keywords author citation
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Solutions for multi-type co-clustering
Existing solutions Solutions for high-order co-clustering

Linked Matrix Factorization

A=~ PAPT where P is an N x d matrix and A is a d x d symmetric matrix.

M
_1 (m) (m) pT 12
gfimzzlnA —PNP e+ ...

Finally find the clusters with P. )
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Solutions for multi-type co-clustering
Existing solutions Solutions for high-order co-clustering

Solutions for high-order co-clustering

List of solutions

@ Tensorial Probabilistic Latent Semantic Analysis (T-PLSA)
@ Non-negative tensor factorization
@ Hyper-graph partitioning

@ Multi-way clustering using Bregman divergence
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Chain

Alternate

Merge
Proposed solutions for multi-type co-clustering Few results

x-Sim algorithm

nciple

From a co-occurrences matrix, computes the rows and the columns similarities.
Then, perform a clustering algorithm on both similarity matrices.

In, . . lustering al; row clusters
I". S0 X Sl clustering algo. v clusters
II]- Tl
M14- M column clusters
n iterations
How can we use for multi-type (or high-order) co-clustering? J
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Chain

Alternate

Merge
Proposed solutions for multi-type co-clustering Few results

Chain

Compute the similarity matrix from a first data matrix,
and use it to initialize the algorithm with a second matrix.

SRO

“ x-sim

()

SR sw!

In—se y/- 8] e
B X-Slm

row clusters

n itorations

n iterations

@ How do we choose the order of the matrices?

@ How many matrices do we use?

@ How many iterations do we perform for each matrix?
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Chain

Alternate

Merge
Proposed solutions for multi-type co-clustering Few results

Alternate

Similar to the previous one, but performing only one iteration on a matrix.

1 iteration

cee clustering algo. row clusters

1 iteration

Clément Grimal (LIG PhD student) i i collection of matrices, and tenso



Chain

Alternate

Merge
Proposed solutions for multi-type co-clustering Few results

Merge

Compute the similarity matrices from several data matrices,
and merge them before performing the clustering algorithm on it.

n iterations clustering algo. row clusters

merger =

n iterations

How do we merge? (average, min, max...) J
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Chain

Alternate

Merge
Proposed solutions for multi-type co-clustering Few results

Few results

Using only one matrix

My Mo
1 iteration | 31,6 % | 26,8 %
2 iterations | 31,2 % | 40,9 %

M, — M>

1 iteration - 1 iteration 37,6 %
1 iteration - 2 iterations 40,5 %

min_merge(My, Mz) | max_merge(My, M)

1 iteration - 1 iteration 50,2 % 31,2 %
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