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�e LoRaBee module is a separate component and is connected
to the SodaqMbili with a serial interface. �e serial interface is used
to transmit data, retrieve the received data, and to set MAC param-
eters. �e sub-band and bandwidth are set according to Semtech
standards [19]. �e bandwidth is 125 kHz for all transmissions. Fur-
thermore, we set the transmission power to the maximum allowed
14 dBm.

�e spreading factor is controlled by the ADR mechanism, since
a �xed spreading factor is not supported by the device. �is means
frames could be sent with any spreading factor. However, the largest
part of the frames (⇠95%) were transmi�ed using SF12. Only these
frames have been used for data analysis.

�e spreading factor and the coordinates for frames that were not
received needed to be guessed. �e coordinates were interpolated
on a straight line between the neighbouring received frames. �e
spreading factor for the missing frames was taken to be the lowest
spreading factor of the neighbouring received frames.

3.2 Data Collection Scenarios
We identify two scenarios for our data collection: data from sta-
tionary locations and data when the end-device is moving (mobile
data). All the data was collected with the end-devices placed next
to a window or outdoors.

3.2.1 Stationary data. �e stationary data sets were generated
with the end-devices transmi�ing every 15 s, 10 minutes or 15
minutes. During measurements the devices were in a constant
position and orientation. �e stationary data contains roughly
18,000 frames.

3.2.2 Mobile data. �e mobile data sets were collected using
the device shown in Figure 2. During data collection the device
was ba�ery powered. Measures were taken to make sure that the
ba�ery was su�ciently charged and operational during the entire
duration of data collection. For generating mobile data we chose
two methods to make it mobile: by bicycle (bike) and by car.

A bike has been ridden with an average speed of 22 km/h for
approximately 300 km in total. �e farthest distance to the closest
gateway is 7.5 km, and the average distance to the closest gateway
is 3.2 km. �e end-device was also taken in a car for approximately
350 km in total. �e average speed was around 80 km/h (mainly on
highways). In this scenario, approximately 80% of the LoRaWAN
frames sent were from rural area, and the rest were from an urban
area. �e selected terrain was �at, without signi�cant hills or
mountains. �e mobile data contains approximately 5,000 frames.

4 FRAME LOSS CHARACTERISATION
Before we present our coding scheme we �rst analyse the data sets
in order to characterise the channel and the frame loss. We present
our �ndings from the analysis in this section.

4.1 Channel Model and Outage
�e channel model is a function of the distance between the sender
(end-device) and the receiver (gateway). We use the bike data set
to determine the model, since it provides measurement points at
di�erent distances. �e Doppler e�ect is negligible because of the
relative low speed. Since the bike data is collected from all di�erent
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Figure 3: Channel Model. (a) Attenuation due to path loss is
modelled using bike data set, giving a path-loss exponent
of 2.71. (b) �e fading follows log-normal distribution as
shown by the distribution �t.

routes, we can negate the e�ect of permanent shadowing and other
e�ects due to surroundings. We look at the measured received
signal strength indicator (RSSI) and the signal-to-noise ratio (SNR)
for di�erent transmission distances to calculate path loss [16] given
by,

PL = RSSI + SNR + PTX +GTX +GRX . (1)

Here, PTX is the transmit power, GTX and GRX are the gains of
the transmi�er and the receiver antenna respectively. We then �t
a line with a second order polynomial �t to estimate the expected
path loss. �is is shown in Figure 3(a). Based on the �t we estimate
the path-loss exponent, which is found to be 2.71. �e shadow
fading, obtained by subtracting the path loss from the expected
path loss, is shown in Figure 3(b). �e fading follows the log-normal
distribution with a mean of 0.56 and standard deviation of 7.11.
With these parameters and the receiver sensitivity of the gateway
(around -137 dBm), we can estimate the cell outage probability [8].
�e outage probability is the probability that the received power
at a given distance falls below the receiver sensitivity due to path
loss and shadowing. Due to paucity of space, we refer the reader
to [8] for details. �e outage probability for the farthest distance
of 7.5 km is found to be 0.004, indicating that the coverage of the
current deployment is good.

4.2 Frame Loss over Distance
In order to characterise frame loss, or erasure of frames, due to
the channel e�ects, we analyse the data from all our data sets. We
�rst look at frame loss as a function of distance between the end-
device and the gateway. Since we can determine the location of
each sent frame, we can calculate the distance from the end-device
to the gateways and check whether the frame has been received.
To account for location estimation inaccuracies we consider bins
of 1.5 km in which we calculate the average frame reception ratio
(FRR). Figure 4 shows the FRR with respect to the distance of the
end-device from the gateway. It is evident from the �gure that more
frames are lost as the distance to the gateway increases. While
the outage probability is quite low at 7.5 km, the frame loss is
signi�cant at that distance: almost 70% of the frame are lost around
that distance.

Finding #1: Frame loss is quite signi�cant in LoRaWAN despite
an almost collision-free channel.
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�e LoRaBee module is a separate component and is connected
to the SodaqMbili with a serial interface. �e serial interface is used
to transmit data, retrieve the received data, and to set MAC param-
eters. �e sub-band and bandwidth are set according to Semtech
standards [19]. �e bandwidth is 125 kHz for all transmissions. Fur-
thermore, we set the transmission power to the maximum allowed
14 dBm.

�e spreading factor is controlled by the ADR mechanism, since
a �xed spreading factor is not supported by the device. �is means
frames could be sent with any spreading factor. However, the largest
part of the frames (⇠95%) were transmi�ed using SF12. Only these
frames have been used for data analysis.

�e spreading factor and the coordinates for frames that were not
received needed to be guessed. �e coordinates were interpolated
on a straight line between the neighbouring received frames. �e
spreading factor for the missing frames was taken to be the lowest
spreading factor of the neighbouring received frames.

3.2 Data Collection Scenarios
We identify two scenarios for our data collection: data from sta-
tionary locations and data when the end-device is moving (mobile
data). All the data was collected with the end-devices placed next
to a window or outdoors.

3.2.1 Stationary data. �e stationary data sets were generated
with the end-devices transmi�ing every 15 s, 10 minutes or 15
minutes. During measurements the devices were in a constant
position and orientation. �e stationary data contains roughly
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A bike has been ridden with an average speed of 22 km/h for
approximately 300 km in total. �e farthest distance to the closest
gateway is 7.5 km, and the average distance to the closest gateway
is 3.2 km. �e end-device was also taken in a car for approximately
350 km in total. �e average speed was around 80 km/h (mainly on
highways). In this scenario, approximately 80% of the LoRaWAN
frames sent were from rural area, and the rest were from an urban
area. �e selected terrain was �at, without signi�cant hills or
mountains. �e mobile data contains approximately 5,000 frames.

4 FRAME LOSS CHARACTERISATION
Before we present our coding scheme we �rst analyse the data sets
in order to characterise the channel and the frame loss. We present
our �ndings from the analysis in this section.

4.1 Channel Model and Outage
�e channel model is a function of the distance between the sender
(end-device) and the receiver (gateway). We use the bike data set
to determine the model, since it provides measurement points at
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Figure 3: Channel Model. (a) Attenuation due to path loss is
modelled using bike data set, giving a path-loss exponent
of 2.71. (b) �e fading follows log-normal distribution as
shown by the distribution �t.

routes, we can negate the e�ect of permanent shadowing and other
e�ects due to surroundings. We look at the measured received
signal strength indicator (RSSI) and the signal-to-noise ratio (SNR)
for di�erent transmission distances to calculate path loss [16] given
by,

PL = RSSI + SNR + PTX +GTX +GRX . (1)

Here, PTX is the transmit power, GTX and GRX are the gains of
the transmi�er and the receiver antenna respectively. We then �t
a line with a second order polynomial �t to estimate the expected
path loss. �is is shown in Figure 3(a). Based on the �t we estimate
the path-loss exponent, which is found to be 2.71. �e shadow
fading, obtained by subtracting the path loss from the expected
path loss, is shown in Figure 3(b). �e fading follows the log-normal
distribution with a mean of 0.56 and standard deviation of 7.11.
With these parameters and the receiver sensitivity of the gateway
(around -137 dBm), we can estimate the cell outage probability [8].
�e outage probability is the probability that the received power
at a given distance falls below the receiver sensitivity due to path
loss and shadowing. Due to paucity of space, we refer the reader
to [8] for details. �e outage probability for the farthest distance
of 7.5 km is found to be 0.004, indicating that the coverage of the
current deployment is good.

4.2 Frame Loss over Distance
In order to characterise frame loss, or erasure of frames, due to
the channel e�ects, we analyse the data from all our data sets. We
�rst look at frame loss as a function of distance between the end-
device and the gateway. Since we can determine the location of
each sent frame, we can calculate the distance from the end-device
to the gateways and check whether the frame has been received.
To account for location estimation inaccuracies we consider bins
of 1.5 km in which we calculate the average frame reception ratio
(FRR). Figure 4 shows the FRR with respect to the distance of the
end-device from the gateway. It is evident from the �gure that more
frames are lost as the distance to the gateway increases. While
the outage probability is quite low at 7.5 km, the frame loss is
signi�cant at that distance: almost 70% of the frame are lost around
that distance.

Finding #1: Frame loss is quite signi�cant in LoRaWAN despite
an almost collision-free channel.
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Dispersion des puissances reçues : canal
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Fig. 6. CDF and PDF of fitted Rician distribution model. (a) CDF of scenario 1. (b) PDF of scenario 1. (c) CDF of scenario 2. (d) PDF of scenario 2.
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Fig. 7. Evaluation results of testbed. Impact of (a) data rate, (b) BW, (c) SF, (d) frequency, and (e) transmission power.

multipath structure at Rx. For example, in office building,
the K-factor in scenario 2 is lower than that in scenario 1.
As explained in Section III-B1, low K-factors indicate the
large motion in the wireless propagation environment. This
is because in scenario 2, Rx is put at the ground level where
the entrance of building is located. Since there are more people
moving around which leads to more variations in scenario 2.
Similar patterns are also observed in other buildings. The low-
est K-factor occurs in TF scenario 2 of car park where Rx is
located near the exit of the car park. The frequent entrance
and exit of cars causes large variations in the received power.

The obtained K-factors and the corresponding CDFs are
used to calculate a fade margin associated with TF for a given
outage probability. The outage probability, which determines
the probability that the wireless system will be out of the ser-
vice (quality of service not reached) and the corresponding
fade margin will be used in the link budget calculation for the
network planning applications. The details of the calculation
are explained in [29]. For an outage probability of 0.01 (99%
of the time, the variation around the median will not exceed
the fade margin), the fade margin in different buildings is sum-
marized in Table VIII. The fade margin can be used in link
budget analysis.

A. Summary of This Section

Based on the results in this section, we have the following
findings.

TABLE VIII
FADE MARGIN IN DIFFERENT BUILDINGS

1) The moment-based method and least-square curve fit-
ting method achieve similar results in terms of K-factor
estimation.

2) TF is found to follow Rician distribution and Rician
K-factors varies between 12 and 18 dB.

3) A fade margin of 9 dB in scenario 1 and 7 dB in
scenario 2 can be considered in the link budget analysis.

VI. COVERAGE EXPERIMENT RESULTS

A. Coverage Analysis

1) Results of Office Building: Fig. 7 plots the evaluation
results with average values and 95% confidence level. In the
following, we analyze the impact of data rate, SF, BW, and
frequency in turn.

Fig. 7(a) shows the PRR using different data rate. We notice
that the higher the data rate is, the lower the PRR is. For exam-
ple, the data rate of 292 b/s achieves the best PRR while the
highest data rate (i.e., 22 kb/s) has the lowest PRR. This results
correspond to the LoRa characteristics: a lower data rate has

Authorized licensed use limited to: University of Grenoble Alpes. Downloaded on March 16,2025 at 22:12:36 UTC from IEEE Xplore.  Restrictions apply. 

Rayleigh et Rice sont les distributions de l’enveloppe du signal
(ou du gain en amplitude)…

• Pas de la puissance !

• Pas en dB !

IEEE Internet of Things Journal
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Observation des évanouissements
multitrajets ?

Mitigating Multipath Fading Through Channel
Hopping in Wireless Sensor Networks

Thomas Watteyne∗, Steven Lanzisera†, Ankur Mehta∗, Kristofer S.J. Pister∗
∗BSAC, University of California, Berkeley, USA {watteyne,mehta,pister}@eecs.berkeley.edu

†Lawrence Berkeley National Laboratory, USA, smlanzisera@lbl.gov

Abstract—Wireless communication between a pair of nodes can
suffer from self interference arising from multipath propagation
reflecting off obstacles in the environment. In the event of a
deep fade, caused by destructive interference, no signal power
is seen at the receiver, and so communication fails. Multipath
fading can be overcome by shifting the location of one node, or
by switching the communication carrier frequency. The effects
of such actions can be characterized by the coherence length
(L) and coherence bandwidth (B), respectively, given as the
amount of shift necessary to transition from a deep fade to a
region of average signal strength. Experimental results for a
representative 2.4GHz wireless link indicate L = 5.5cm and B
can vary from 5MHz at long ranges up to 15MHz for short
links. For wireless sensor networks (WSNs), typically operating
under the IEEE802.15.4 standard, multipath effects are therefore
best handled by a channel hopping scheme in which successive
communication attempts are widely spread across available
carrier frequencies.

I. INTRODUCTION

In an indoor environment, every wall, person, and piece of
furniture acts as a reflector for RF signals. As a result, on top
of the signal following the direct line-of-sight (LOS) path, a
node receives multiple echoes which have bounced off nearby
elements. Because the paths those echoes follow are necessar-
ily longer than the LOS path, they arrive later, typically with
several ns delay. This is an unwanted phenomenon, partic-
ularly in narrowband communication. If the different signals
are phased appropriately, they can destructively interfere, and
the receiver will be unable to decode the signal even when
physically close to the transmitter.

In Fig. 1, we show the effects of such multipath fading (the
experimental details will be presented in Section III). This
figure shows how the packet delivery ratio (PDR, the ratio
of number of received to sent packets; 0≤PDR≤1) varies as
only the position of the transmitter changes. While in most
locations reception is good (i.e. PDR> 0.9), multipath fading
causes the PDR to drop to 0 in certain locations, called deep
fades.

Multipath fading is a well known phenomenon, and depends
strongly on the communication carrier frequency. It is often
combated (such as in IEEE802.15.1, Bluetooth) through chan-
nel hopping, a Medium Access Control (MAC) layer scheme
wherein the nodes’ radios constantly “hop” among different
frequency channels. In IEEE802.11b the desired signal is
spread across a wide bandwidth to avoid narrow bandwidth
fading, and this direct sequence technique is a physical layer
approach to defeating narrowband fading.

 0

 5

 10

 15

 20

x (cm)
 0

 5

 10

 15

 20

 25

 30

 35

y (cm)

 0
 0.2
 0.4
 0.6
 0.8

 1

PDR

 0

 0.2

 0.4

 0.6

 0.8

 1

Fig. 1. Witnessing multipath fading. The x and y coordinates represent the
position of the transmitter on a 20cm × 34cm area; the receiver is static.
The z axis (and the shade) represent the Packet Delivery Ratio, PDR. Results
obtained for sender and receiver communicating on IEEE802.15.4 channel 20
(2.450GHz) while separated by 1m; transmission power is set to -16dBm.

Channel hopping has been somewhat overlooked in WSNs
as the vast majority of MAC protocols are single channel.
The widespread adoption of IEEE802.15.4 radios capable
of rapidly switching between multiple channels opens the
possibility for exploiting channel hopping in WSNs. The
goal of this paper is to present the reader with experimental
results gathered in a number of scenarios, and to use this
data to discuss how a channel hopping MAC protocol can
efficiently fight multipath fading in the context of WSNs. By
mitigating the impact of multipath fading, individual links
and the network as a whole becomes more reliable; network
power consumption is lowered as energy is no longer wasted
in inefficient retransmissions along lossy links.

Several papers have studied the relationship between an
environment and coherence length and bandwidth [2], [9],
[10], and this paper is intended to add to this body of
knowledge, while being aimed at the wireless sensor network
implementer rather than the communication theorist. To that
end, we propose a non-conventional approach to character-
izing channel coherence1 that uses motes like those used in
today’s deployments, and we provide design parameters of
interest to the WSN engineer. It is known that the coherence

1We actually measure the change required to see a significant difference in
channel conditions.

978-1-4244-6404-3/10/$26.00 ©2010 IEEE

This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE ICC 2010 proceedings

Authorized licensed use limited to: Univ of Calif Berkeley. Downloaded on August 10,2010 at 22:56:39 UTC from IEEE Xplore.  Restrictions apply. 

Emetteur à 1m, non masqué : le chemin direct est très
dominant ! La figure montre le taux de réception.

IEEE ICC
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Evanouissements multitrajets
 Pas la pierre philosophale de toute

fluctuation

• Montrer les fluctuations de RSSI aurait été plus informatif ;

• Diagramme d’antenne, quelle orientation ?
 Le gain multitrajet sera particulièrement visible pour des
antennes non couplées (ou présence d’un réflecteur dans la 1ière

zone de Fresnel, ou sans ligne directe)
• (Ce même article évoque l’) Impact de la fréquence centrale :

✓ À quelques m, en vue directe la bande de cohérence fait
≈ 100MHz

✓ Le diagramme d’antenne peut changer en fonction de la
fréquence centrale ! (Explique certaines fluctuations)
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Diagramme d’antenne

�� ��Une antenne ne rayonne pas (et ne reçoit rien) sur son axe
HALF-WAVELENGTH DIPOLE 183

Figure 4.11 Three-dimensional pattern of a λ/2 dipole. (SOURCE: C. A. Balanis, “Antenna
Theory: A Review” Proc. IEEE, Vol. 80, No 1. Jan. 1992.  1992 IEEE).

The total power radiated can be obtained as a special case of (4-67), or

Prad = η
|I0|2
4π

∫ π

0

cos2
(π

2
cos θ

)

sin θ
dθ (4-88)

which when integrated reduces, as a special case of (4-68), to

Prad = η
|I0|2
8π

∫ 2π

0

(

1 − cos y

y

)

dy = η
|I0|2
8π

Cin(2π) (4-89)

By the definition of Cin(x), as given by (4-69), Cin(2π) is equal to

Cin(2π) = 0.5772 + ln(2π) − Ci(2π) = 0.5772 + 1.838 − (−0.02) " 2.435 (4-90)

where Ci(2π) is obtained from the tables in Appendix III.
Using (4-87), (4-89), and (4-90), the maximum directivity of the half-wavelength

dipole reduces to

D0 = 4π
Umax

Prad
= 4π

U |θ=π/2

Prad
= 4

Cin(2π)
= 4

2.435
" 1.643 (4-91)

The corresponding maximum effective area is equal to

Aem = λ2

4π
D0 = λ2

4π
(1.643) " 0.13λ2 (4-92)

Le rapport entre le meilleur gain et le plus faible est… infini…
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Evanouissements multitrajets

Bref, il y a du multitrajet, mais beaucoup d’autres choses !
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Evanouissements multitrajets – en vrai
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• ∼ 20+ dB de fluctuation

• ∼ 2/3 des atténuations sont supérieures à la moyenne
• Quand on a de la marge, il n’y a pas d’impact… (Mais il y a
beaucoup d’autres raisons de perdre des paquets !)
✓ Saturation du récepteur ;
✓ Bug…
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Evanouissements multitrajets inattendus

• Communication en ligne directe,
pas d”objet proche…

• Dispersion importante de la
puissance reçue, pourquoi ?

• ⇒ Présence de nombreux
diffuseurs à proximité
immédiate de la radio ?
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Pourquoi ne pas utiliser une
polarisation horizontale ?

�
�

�
�

Polarisation horizontale : la réflexion sur le sol double la
puissance reçue vs. espace libre

 En polarisation verticale les signaux direct et réfléchi s’annulent

ht

hr

d
d1

d2

Pr = PtGtGr
(hthr)2

d4

⇑ la puissance reçue est très faible avec modèle à 2 rayons (polar. ↑)
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Polarisation, (contre) exemple

Figure 1: Devices deployed in a peach orchard near Mendoza, Argentina, for
the Smart Agriculture use case.

of a frost event a couple of hours ahead, they can install heaters throughout the
orchard, and use big fans to move the hot air around. Fighting the frost event
is not the challenge, what is hard is predicting them.

The goal of the Smart Agriculture deployment (part of the PEACH [1]
project) is to predict frost events in a peach orchard. We install sensors around
the orchard that measure air temperature, air relative humidity, soil moisture
and soil temperature. We feed the collected data into a database, and by ana-
lyzing the data in real-time we can identify patterns in the data to predict frost
events.

Because of the heavy machinery that moves inside the orchard, using cables
to interconnect the sensors is not an option. The main challenge is to deploy a
system that provides both high end-to-end reliability and long lifetime, without
using cables. We use SmartMesh IP o↵-the-shelf, the low-power wireless mesh
solution from Analog Devices. The sensor devices are battery-powered and
equipped with a radio. They form a multi-hop mesh topology, and collaborate
to route the data generated by the devices (called “motes”) to a gateway. This
gateway is connected to the Internet, and forwards the gathered data to the
servers in Paris, France. Data appears on the web interface of the servers
seconds after it was gathered by the sensor network.

The Smart Agriculture network is deployed in a peach orchard of 206 trees,
planted in a 50 m ⇥ 110 m area (shown in Fig. 3a). The low-power wireless
network is composed of 18 sensor motes uniformly distributed between the peach

2

• La réflexion sur la végétation annulera le chemin direct ;
• Pourquoi ne pas aller en haut du support ?
• Réseau non mobile : utiliser la polarisation horizontale et
pointer les antennes… (et pas l’une vers l’autre)

• + Sortir l’antenne du boîtier : les parois sont des réflecteurs
parfaits en incidence rasante ;

• + Le support métallique est probablement un bon diffuseur.
ComCom
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Taux de perte 3% en LPWAN ?
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Fig. 7. Packet success probability (covered nodes only), as a function of the
total number of end devices in the coverage area of the central gateway.
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Fig. 8. Coverage probability for a node, as a function of the number of
gateways covering a circular area of radius 7.5 km.

A consequence of the densification of gateways is that the
number of end nodes with SF > 7 decreases, thus increasing
the number of collisions between packets having the same SF
(and thus worse SINR isolation, see Eq. (7)). In a real LoRa
network, the Adaptive Data Rate (ADR) mechanism should
be able to keep the network in a state where SF orthogonality
can still be leveraged to increase throughput.

VI. CONCLUSION

The scope of this work was that of assessing the performance
of one of the most promising LPWAN technologies, i.e., LoRa.
After a brief introduction about the main features of this
technology, we discussed how to properly model LoRa links and
evaluate their performance. Then, we implemented a system-
level simulator in ns–3 to simulate a whole LoRa network
consisting in tens of thousands of end devices. Simulation
results show that the LoRaWAN access scheme provides a
higher throughput with respect to a basic ALOHA scheme,
thanks to the partial orthogonality between its spreading factors.
Moreover, we proved that the LoRaWAN architecture can
scale well, mainly due to the fact that an increase in the
number of gateways enhances the coverage and reliability of

the uplink as well. Finally, a simulation involving a network
featuring multiple gateways and a realistic traffic model resulted
in a packet success rate above 95% for a gateway serving
approximately 15, 000 end devices.

As future work, we plan to extend our simulator in order
to be able to analyze further aspects of LoRa networks. We
will be able to evaluate the effectiveness of different ADR
schemes, simulate different strategies to perform a bootstrap of
the network, investigate optimal gateway placement, frequency
planning and co-existence with other networks working in the
unlicensed spectrum.
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Si seules 3% des trames sont perdues :

• la puissance pourrait être réduite ;

• et/ou la portée et/ou la capacité augmentées ;

• et/ou le SF diminué (si applicable) ;

• et/ou le taux de codage augmenté… etc. etc.

IEEE ICC
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Energie consommée par une transmission

by means of a feedback mechanism implemented at the
gateways (e.g., by using acknowledgement packets [10]). The
analysis of this mechanism is beyond the scope of this paper.

For each packet, a maximum of ω transmissions are at-
tempted before considering the transmission failed. Therefore,
the expected energy consumption per packet for the single
transmission case is

E(d) = E(dng)min
(
ω,
⌈
Ps(dng)

→1
⌉)

, (8)

and for the case where a relay is used

E(d) = (E (dnr) + E (drg))min
(
ω,
⌈
Ps(dng)

→1
⌉)

. (9)

IV. RESULTS AND DISCUSSION

Next, we analyze how baseline LoRa compares against the
proposed relay-assisted schemes in terms of success rate and
energy consumption. All schemes are implemented in a Matlab
simulator following the system model in Section II. Network
realizations have an average of 50 gateways and we simulate
traffic over 25,000 time units, where one time unit equals the
duration of a packet transmitted using the shortest SF (i.e.,
SF7). All the results that we present correspond to an average
over 1,000 network realizations.

Nodes use a single channel1 at a carrier frequency of fc =
868 MHz. The transmission power is given by p = ptxA0,
where ptx = 19 dBm and A0 = c/(4εfc). The regulated
transmission cycle ϑ equals 1%. All packets carry a 25 Byte
payload and the transmission rate (equal for all nodes) is
adjusted such that nodes using SF12 meet ϑ12 = ϑ. The
duration of a packet for each SF is listed in Table II.

We consider propagation with a path loss exponent ϖ = 3.
Clusters have D = 6 km radius and, for baseline LoRa, the
six SFs are allocated across rings with 1 km width, delimited
by the ranges d1 = 1 km to d5 = 5 km. For the relay
assisted schemes, relays for tier i are at the following Cartesian
coordinates from their gateway

(
i! cos

2εj

RTi

, i! sin
2εj

RTi

)
, j = 1, . . . , RTi . (10)

Whereas the SF ranges give flexibility to the relay placement,
we use the placement in (10) to simplify our simulator.

The SIR thresholds ϱωk that results in successful reception
of a transmission using SFς when interfered by transmissions
using SFk can be found in Table III, where rows correspond
to subindex ς and columns to subindex k.

TABLE II
LORA SF CHARACTERISTICS (25 BYTES PACKETS [11])

SF7 SF8 SF9 SF10 SF11 SF12
TX duration (ms) 36 64 113 204 365 682

1Multiple channels can be accounted for by scaling the nodes data rate.

A. Success Probability

The success probability of baseline LoRa is shown in
Fig. 4 and serves as a performance reference. The figure
discriminates between intra and inter SF interference. In this
regard, we observe that the intra SF interference dominates the
success rate in most cases. However, for high nodes density
(φn = 0.5), the traces for only intra or inter SF interference
are closer. Moreover, when the gateways density is also high
(φg = 0.05) the inter SF interference dominates the overall
success rate for nodes in the inner rings. This behavior is in
agreement with the sensitivity values in Table III. Inter SF has
significantly less individual impact, but for high deployment
densities the compound effect from all nodes cannot be
neglected. Further, it becomes dominant for short distances
to the gateway, where there are few intra SF interferers.

Fig. 4. Transmission success probability for baseline LoRa in terms of
the node-gateway distance. Solid, dashed, and dotted traces correspond to
accounting for all interference, only interference from packets with the same
SF, and only interference from packets with other SF, respectively.

A transmission success probability comparison between
baseline LoRa and the relay setups is given in Fig. 5. This
figure captures different interference scenarios by combining
low and high gateway and node densities. We observe that
for low φg (first row plots), baseline LoRa exhibits a much
higher success rate than all relay setups. These degrade from
the distances where relays are used because of the introduced

TABLE III
SENSITIVITIES ωωk IN DECIBELS FOR INTERFERING SF [9]

SF7 SF8 SF9 SF10 SF11 SF12
SF7 -6 -8 -9 -9 -9 -9
SF8 -11 -9 -11 -12 -13 -13
SF9 -15 -13 -12 -13 -14 -15
SF10 -19 -18 -17 -15 -17 -18
SF11 -22 -22 -21 -20 -17.5 -20
SF12 -25 -25 -25 -24 -23 -20
Rows (columns) stand for desired (interfering) SF.

Energie fonction de la distance

Nb Transmissions

• Le récepteur consomme aussi de la puissance !

• La consommation ne dépend que marginalement de la
puissance sélectionnée

• À quel prix parvient-on à ajuster la puissance ?

• La consommation en attente de réception, voilà
l’ennemi !

En plus le facteur de droite est suspect ! (Ps : proba succès, ν : nombre max de
retransmissions… Le nombre moyen d’emissions, ça n’est pas ça, si ?)

Soumission ISCC’22
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Energie consommée par une transmission

Il y a le départ et l’arrivée…
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Intervalle des paramètres considérés
Exploration partielle / partiale

route. On the other hand, routes constructed with RPL are
optimal: not a single packet goes over more than 4 hops.

C. Routing Table Size

Due to the memory constraints of LLN devices, the routing
table size is an important aspect. Fig. 4 shows the results for
a 25 node network.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
0

5

10

15

20

25

Av
er
ag
e
Nu

m
be
ro
fE
nt
rie
s
in
th
e
Ro

ut
in
g
Ta
bl
e

Node ID

RPL
LOADng 1h hold
LOADng 30min hold
LOADng 10min hold

Fig. 4. Average number of routing table entries during the simulation.

LOADng requires much higher number of entries with
respect to RPL. Again, as a consequence of flooding, each
node receiving a RREQ or on a route of a RREP, instills a
route towards the sender, which results in a large number of
unnecessary routes. Protocol implementors should thus care
about the priority of RREP routes. This fact could endanger
the operation of the protocol if a node runs out of the
available memory. On the other hand, most nodes in the RPL
network just have a default entry towards the preferred parent.
However, depending on their position in the network, some
nodes also have a significant number of entries. Namely, as the
RPL operates in the storing mode, intermediate nodes selected
as preferred parents by others, have to store downward routes.
This is a critical issue, because if such a node runs out of
memory, a loop may be formed.
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Fig. 5. Memory and overhead for an increased number of nodes.

To see how the protocols scale for a larger network, we have
studied the average number of route entries as a function of an
increasing number of nodes (cf. Fig. 5a). We can notice that
the main consequence of having a long RHT is a significantly
increasing number of route entries. With a shorter lifetime,
the protocol scales better as the routes expire faster and the
average number of required entries slowly increases. For RPL,
the average number of routes slowly increases. However, it
has a significantly higher number of entries for 40 nodes, a
consequence of the limited number of neighbor entries that
nodes can store. During the simulation time, we have observed
oscillations in the RPL graph as parent nodes were constantly
overwritten by other neighbors so that a number of nodes
played the role of the preferred parent and stored downward
routes. This behavior may impact the RPL operation for more
dense networks.

D. Overhead

We have evaluated the routing overhead of the protocols
as a function of an increasing number of nodes (cf. Fig.
5b presenting the overhead in bytes during the simulation
time). Although the previous work [14] revealed a significantly
higher overhead with RPL, our results show that RPL benefits
from fairly low overhead compared to LOADng. We evaluate
the total overhead as a sum of the lengths of all control
messages passed from the routing protocols to the layers
bellow. Note that by doing so, we avoid taking into account
the overhead introduced by ContikiMAC.

We can notice that the implementation of ContikiRPL re-
sults in a lower overhead than observed previously [14]. As the
RPL RFC under-specifies the DAO control message emission,
the overhead strongly depends on a given implementation. Fur-
thermore, it is important to note that our simulation scenario
does not trigger any global repairs of the RPL DODAG during
the eight hours of simulation. In this way, our results give
an idea about the performance of the two protocols in the
steady state. Thus, we observe that most of the RPL overhead
appears at the beginning of the simulation, reduced later by
Trickle. The overhead of LOADng strongly depends on RHT:
for a shorter RHT, nodes flood more frequently. We can notice
from the figure that the total amount of the LOADng overhead
sharply increases with the number of nodes due to the high
density of nodes in the network, which may however, be
reduced with an optimized flooding algorithm at the cost of a
higher complexity.

The lifetime of battery-powered nodes directly relates to
the use of the radio transceiver. More precisely, in case of
the Tmote Sky platform, power consumption due to the radio
use is three orders of magnitude larger than that due to CPU
processing [12]. Thus, the control plane overhead and average
number of hops of a protocol are the determining factors of
the expected node lifetime. Our study shows that the control
overhead of LOADng for short hold times does not scale well
with dense deployments of smart home applications. As we
expect an increasing number of devices in home networks, this
effect may significantly impact the overall network lifetime.

68 Chapter 5. Centralized Whitelisting Techniques

Figure 5.4: Link-level Packet Delivery Ratio.

Figure 5.5: Percentage of transmissions which use a non-whitelisted radio channel with
MABO-TSCH.

5.3.3 Reliability
We first measure the link-level PDR, i.e., the ratio of the number of data packets delivered by the
receiver and the total number of data packets transmitted by the transmitter (Fig. 5.4). We also
measure the impact of the whitelist size: a small whitelist means that only the best radio channels
are selected, to reduce the number of retransmissions. TSCH without whitelisting achieves the
worst reliability: many packets use possibly radio channels with a poor PDR, which negatively
impacts the global reliability. Using whatever whitelisting algorithm improves the reliability.
Moreover, smaller whitelists mean that only the best radio channels are used, reducing the
number of retransmissions. This reliability improvement comes with a decrease of the network
capacity: the load has to be spread across a smaller number of radio channels. MABO-TSCH
seems less scalable: it does not handle small whitelists: an insufficient number of channel offset
is assigned, and the nodes have to use also bad radio channels (Fig. 5.5). A global blacklist
improves slightly the reliability by removing the worst radio channels. However, some of the
whitelisted channels keep on providing a lower PDR for some links.

†The dataset is freely available for the research community at https://github.com/vkotsiou/grenoble-
multichannel-dataset

• À gauche : pourquoi ne pas essayer 24 ou 48h ?

• À droite : pourquoi ne pas essayer 1 ?�
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	« L’expérimentateur, ses préconceptions

Sont un des paramètres des conclusions »

Korneille , le Kid, acte 3 scène 2
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Conclusions ?

• Le réseau est un domaine d’étude inter-disciplinaire, allons voir nos
collègues, qui savent quelle est la distribution du gain en puissance sur un canal de Rayleigh

• Questionner les « évidences »

• Il y a des coups à prendre à re-vérifier des faits établis
Ex. mesurer l’exposant d’affaiblissement pour fc ∼ 1GHz et
Bocc ∼ 200 kHz
 → En résumé, c’est du GSM ! Quelle technologie a été plus
étudiée ?


