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General project’s rules: This project should be done by groups of 2 students. Obviously,
during the lockdown, students of a group must remotely communicate electronically. Please
constitute groups already for the lab of Friday April 2 and send us the group members during
that lab by email.

The project is graded. We ask that you prepare a Jupyter Notebook that contains all your
code (such that we can execute it) as well as your analysis, answers and comments. The notebook
must be sent to all 3 teachers before Sunday May 3, 23:59. Then, we will do remote project
defenses on May 5, from 8am to 11:15am (during the last lab). Each group will have a 15 minutes
defense with either Oana or Patrick. The students will first give a 5 minutes presentation of the
work, the following 10 minutes will be dedicated to questions about the project. The project’s
grade will be based on the content of the notebook, the presentation, and the answers to the
questions during the defense. We may assign different grades to the different members of a
group depending on what we observe during the defense. The schedule and technical details for
the defenses will be sent later.

The project’s instructions are voluntarily open and non-detailed. The objective is that you
do an in-depth exploration of different meaningful techniques on the COMPAS dataset without
being limited by a precise set of instructions. Innovation and exploration will be rewarded, but
also ability to clearly synthesize the results in the presentation.

1 Introduction

1.1 Dataset

You will examine the ProPublica COMPAS dataset, which consists of all criminal defendants
who were subject to COMPAS screening in Broward County, Florida, during 2013 and 2014.
For each defendant, various information fields (‘features’) were also gathered by ProPublica.
Broadly, these fields are related to the defendant’s demographic information (e.g., gender and
race), criminal history (e.g., the number of prior offenses) and administrative information about
the case (e.g., the case number, arrest date, risk of recidivism predicted by the COMPAS tool).
Finally, the dataset also contains information about whether the defendant did actually recidi-
vate or not.



The COMPAS score uses answers to 137 questions to assign a risk score to defendants—
essentially a probability of recidivism. The actual output is two-fold: a risk rating of 1-10 and
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a “low”, “medium”, or “high” risk label.

Link to dataset: https://github.com/propublica/compas-analysis. The file we will
analyze is: compas-scores-two-years.csv

The initial analysis of the data by ProPublica is summarized is the following article: https:
//www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing.

1.2 Project’s goal

The project has three parts:

1. The COMPAS scores have been shown to have biases against certain racial groups. The
first goal is to analyze the dataset to highlight these biases.

2. The second goal is, based on the features in the COMPAS dataset, to train classifiers to
predict who will recidivate and to (i) analyze their performance and (ii) study whether
they are more or less fair than the COMPAS classifier.

3. The third goal is to build a fair classifier. Is excluding the race from the feature set enough?

1.3 References

Many research articles have discuss various fairness issues directly using the COMPAS dataset,
for instance [2, 4]. Other papers have discussed other methods to build fair classifiers with
different techniques using other but similar datasets [3, [5]. You can also find in the book [1] a
complete survey of fairness notions in classification and discussions more directly related to the
COMPAS problem. You should read them and can use them as a basis for what follows.

2 Instructions and questions

2.1 Dataset exploration

(For this part, you can use what you did in Lab 1 as a basis.)

Load the dataset and make a basic descriptive analysis of it (how many features, entries,
missing values, distribution of labels, etc.), insisting in particular on demographic features.

Compute basic performance metrics of the COMPAS classifier for different races/genders.
Do you see a difference? Are there other analyses that you could do to investigate how different
races/genders are treated by the COMPAS classifier?


https://github.com/propublica/compas-analysis
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing

2.2 Standard classifiers

Train a classifier on the 2-years re-arrest label ground truth. Describe its performance and
compare it to COMPAS for different types of classifiers. Do that for multiple different types
of classifiers and comment. Which method would you recommend? Which features would you
use?

Now define a meaningful notion of fairness (you may consider several and compare them)
and compare the classifiers you obtain to the COMPAS classifier in terms of fairness. Is the
accuracy different for different races/genders? What about the false positive rate?

2.3 Fair classifiers

Describe the different methods to obtain a fair classifier, that is a classifier that satisfies a certain
notion of fairness. Discuss them in the context of the COMPAS dataset.

Implement a fair classifier. Compare its performance to the one of the classifier in Section[2.2]
Discuss and conclude.
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