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Background
Ad exchange platforms are used to match advertisers and users. Typically, each time a user comes, bids are collected from various relevant advertisers and an auction is conducted in order to decide which ad should be shown to the user, and how much the chosen advertisers should pay (e.g., first price, second price auctions). In practice, many platforms use automatic bidding platforms. Each advertiser is asked to provide general information about its campaign (such as target audience and budget) and the platform places bids on their behalf [10]. This allows the platform to provide better targeted advertisement (for instance, higher click-through-rate) than if bids were chosen only by the advertisers. To summarize, the ads that are shown to users are chosen according to a complex mechanism that involves the audience selection, auctions and some inside action by the platform (such as targeting or other mechanisms like pacing).

While this process is quite efficient, it has been shown in the literature that targeted advertisement can lead to discriminations [2], such as gender discrimination, that are often illegal [1]. For instance, it has been shown in [7, 9] that ads for highly qualified jobs are more displayed to men than to women. In fact, even if the audience defined by the advertisers is not discriminating, it has been shown that the actual population that sees an ad can be highly biased against some sub-population. This can be due to the targeting mechanism done by the platform [2] or to the auctions mechanisms and the competition between different advertisers [2, 6, 3]. The crux of the problem is that while most fairness notions (called group fairness) are defined per ad based on the entire population seeing the ad, the mechanism to decide ad impression is on the contrary defined per user based on the set of available ads; it is therefore not straightforward how one can modify current ad delivery mechanisms to guarantee fairness notions.

Goal of the internship
The main objective of this internship is to formulate the notion of an online fair advertisement system and to develop online learning algorithms that choose which ads to display in a fair manner. We will focus on the notion of group fairness [1]. The main idea is that, considering a given auction mechanism, we can adapt dynamically the bids of each advertisers to achieve fairness guarantees. Our proposed approach will be similar to the pacing multipliers, described for instance in [4, 5], but using different multipliers for the different subgroup of the population (i.e., the groups with different values of the sensitive attributes).

The starting point will be to study fairness in a static auction problem where the targeted population of all ads is known in advance along with all their characteristics and in which an auction mechanism is fixed (e.g., to first price). The goal there will be to introduce the notion of auction equilibrium under fairness constraints. Seeing the fairness as constraints of an optimization problem will allow us to consider the dual version of the problem which we intend to use to derive optimal offline multipliers that can be used to adapt the bids of each advertiser. This static problem will serve as a benchmark for the online case. It will also be useful to study how fairness affect ad performance (measured for instance in terms of revenue, advertisers welfare or quality of targeting).

Following the understanding of the static problem, the intern will use this formulation in an online setting in which users (but also advertisers) are dynamic and in which decisions must be taken online. Our view is that the fairness constraints could be learned by using online Lagrange multipliers that would modify the prices to show an ad to a category of users. This could be done similarly to pacing mechanisms [4, 5], by considering one multiplier per group and per fairness constraint that varies with time. The goal is to make these virtual multipliers evolve fast enough in order to obtain envy-free (or no-regret) algorithms.

Additional information
The internship is part of the Explainable and Responsible AI chair of the MIAI@Grenoble Alpes institute and will be host in the POLARIS team, a joint team between Inria and LIG (Grenoble CS lab). It may be continued as a PhD. For more information, please contact patrick.loiseau@inria.fr and nicolas.gast@inria.fr

1Intuitively, an algorithms that respects a group fairness notions should treat equally the groups of population having different sensitive attributes. Examples of group fairness notions are demographic parity of equality of opportunity [8].
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