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Abstract

In this thesis, we study the important performance problems that arise at
the MAC layer in 802.11 wireless networks when they are used in the context
of ad hoc or multi-hop. We proposed several mechanisms to overcome these
performance issues. First, we enhance performance of a single wireless cell
by accommodating several classes of services. Our mechanism is a prioritized
access method that supports both proportional throughput allocation and
absolute priority. Second, we propose an efficient localized way to solve the
problem of blocked stations in large-scale wireless networks. Finally, we pro-
pose a more global approach that combines topology constraints and a MAC
layer mechanism to improve the performance of wireless ad hoc or mesh net-
works in terms of throughput and fairness. We use simulation to evaluate our
proposals and also compare them with some state-of-the-art solutions.
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Chapter 1
Introduction

In 1895, a few decades after the telephone was invented, Marconi demonstrated the
first radio transmission from the Isle of Wight to a tugboat 18 miles away. This was
the birth of radio communications. Radio technology, then advanced rapidly to enable
transmissions over larger distances with better quality, less power, and smaller, cheaper
devices. Cellular networks, satellite networks, and television are all the results of radio
technology. Generally the term of wireless network refers to any telecommunication
network with interconnections between nodes implemented without wires.

With the advent of computers, the need to communicate with each other and to
share resources and information led to the design of modern computer networks. The
ARPANET (Advanced Research Projects Agency Network) developed in 1972 by United
States Department of Defense was the first wide-area packet switching network and the
predecessor of the Internet. Stations exchange data in the Internet on the principle
of packet switching: packets are routed between nodes over shared data links. The
Internet can be considered as a worldwide infrastructure that enables information sharing
in a transparent manner in the end-user perspective. Just several decades after their
introduction, computer networks and especially the Internet play a very important role
in our daily life.

The ALOHAnet, a pioneering computer networking system developed in 1970 at the
University of Hawaii, was the first infrastructure-based wireless network. In 1973, ARPA
initiated another research on the feasibility of using packet-switched radio communi-
cations to build computer networks. The ARPA Packet Radio Network (PRnet) has
evolved through several years (1973-1987) to become a robust, reliable, and operational
experimental network. The PRnet was the earliest wireless ad hoc network.

Although the first wireless networks such as PRnet were used for military purposes,
today an increased use of laptop computers within enterprises and university campuses,
as well as the increase of people mobility have fueled the demand for wireless computer
networks. Moreover, a wireless network is an inexpensive and quick way to get connected
to the Internet. Today many of public places offer Wi-Fi access to the Internet. Users can
use a laptop, Wi-Fi phone, or other suitable portable device to benefit from the wireless
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1. Introduction

link to the Internet. Also, one of the current research trends in the Internet consists of
the following idea: connect to the Internet anytime everywhere. Due to the utilization
of a radio channel as the communication medium, wireless networks can provide the
possibility of ubiquitous connectivity.

In this thesis, we consider wireless computer networks based on IEEE 802.11 standard
[44] that cover a small geographical areas like a home, a group of buildings, a conference
hall, or a school as well as those that cover a campus, a metropolitan area or even a wider
area. The 802.11 standard specifies medium access control (MAC) and physical layer
(PHY) in wireless LANs. Although 802.11 technology was proposed at the beginning for
wireless LANs, we extend its channel access method to adapt it to large-scale wireless
networks.

1.1 Motivations and Objectives

Our work concerns the MAC layer for which, it proposes efficient solutions to several
issues raised by the use of wireless LANs in a dense or mesh environment. First, we
enhance performance of a single wireless cell by accommodating several classes of services.
Second, we propose an efficient localized way to solve the problem of blocked stations in
large-scale wireless networks. Finally, we propose a more global approach that combines
topology constraints and a MAC layer mechanism to improve the performance of wireless
ad hoc or mesh networks in terms of throughput and fairness.

1.1.1 Quality of Service in Wireless LANs

Traditionally, real-time multimedia data were transferred through circuit switched net-
works. Today, with the development of the Internet, it also serves to convey voice and
video. However, multimedia traffic requires some quality of service (QoS) such as a
minimal throughput, a maximal delay, and a bounded jitter. Therefore, fulfilling QoS
requirements in packet switched networks has been an active area of research. Sup-
porting QoS guarantees in wireless networks is much more difficult because of physical
characteristics of the radio channel, such as variable throughput, higher bit error rate,
and interference.

In addition to physical characteristics, the medium access mechanism also affects the
QoS parameters. More specifically, when channel conditions are good and communicating
devices are within the range of good reception, QoS characteristics mainly depend on the
channel access method. 802.11e [48] standard has been proposed to provide prioritized
access and service differentiation in wireless LANs. However, 802.11e does not perform
well when the number of contending stations increases. Therefore, we think that an
access method compatible with 802.11 wireless LANs is needed that would be able to
provide priority access to the medium without sacrificing throughput.

Many researchers have addressed the problem of QoS differentiation in 802.11 wireless
networks, however no method proposed so far features all desirable properties: high
aggregate throughput even for a large number of contending stations, fair allocation to
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1.1 Motivations and Objectives

all stations in the same class, fast adaptation to changing conditions, and support for
absolute priorities. If we consider the IEEE 802.11e standard, its EDCA (Enhanced
Distributed Channel Access) access method suffers from an increased collision rate when
the number of stations increases. In Chapter 3, we propose a novel access method
that supports both relative proportional throughput allocation and absolute priorities in
802.11 wireless networks. The method is efficient, scalable, and fair. It builds on the idea
of the Idle Sense method that provides near optimal throughput and fairness for 802.11
WLANs [40]: each station adjusts its contention window based on the observed average
number of idle slots before each transmission. All active stations attempt collectively to
maintain this number of idle slot near a given target value that correspond to near optimal
channel utilzation. We achieve absolute priority differentiation by setting the target value
for the number of idle slots to a small value, so that the contention window of the absolute
priority class converges to a small value. Consequently, it captures the medium. The
method also supports relative proportional throughput allocation in which several classes
share the available throughput according to desired ratios. We also evaluate the efficiency
of our prioritized access method via simulations.

1.1.2 Fairness in Wireless Ad-hoc Networks

When several nodes contend for transmission of their data packets on the shared medium,
ideally they need to obtain the same throughput (throughput-fairness) or the time-share
of the channel (time-fairness). The IEEE 802.11 DCF (Distributed Coordination Func-
tion) access method does not support fairness in some spatial configurations, in which
some nodes are not in the receiving range of each other.

In Chapter 4, we consider the problem of blocked stations that appears in some spa-
tial configurations of multi-hop wireless networks based on the 802.11 DCF. The problem
leads to starvation of at least one station caused by the presence of neighbor stations
within its carrier sensing range that do not hear each other. When a station is almost
always blocked by other nodes, the performance of DCF is unsatisfactory in terms of
fairness. We propose Forced Transmissions, a simple and efficient solution to this prob-
lem. It consists of detecting that a station is blocked by other stations and forcing a
transmission. This results in a collision that increases the contention windows of block-
ing stations and leaves some channel time to the blocked station for transmitting. The
blocked station forces transmission only with some probability adjusted in function of
the time spent waiting for the channel.

We evaluate our MAC solution in terms of fairness and the throughput of the blocked
station. The Forced Transmissions method guarantees a minimum throughput for the
blocked station and consequently increases the fairness.

1.1.3 Throughput in Multi-hop Wireless Networks

DCF works relatively well in a wireless LAN in which all stations can directly commu-
nicate with each other. However, its performance dramatically degrades in multi-hop
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1. Introduction

wireless networks due to interference between contending traffic flows. We will study the
main problems that lead to the performance degradation of DCF in Chapter 2.

Although all variants of 802.11 LANs provide several non-interfering channels, the
legacy DCF uses only one channel and all nodes in the network have to use a common
channel to communicate. However, we can extend 802.11 networks to use multiple chan-
nels. In this way, two neighbor flows can be transmitted simultaneously on two separated
channels. These parallel transmissions highly increase throughput of wireless networks.
Deploying multi-channel could be particularly useful in a multi-hop wireless network in
which the probability for interfering traffic flows is quite high. Nevertheless, the main
problem in the design of an efficient multi-channel protocol is that a station wanting
to communicate with a second station has to know the channel currently used by its
counterpart. Otherwise transmitted frames do not reach the destination. In Chapter 2
of the thesis, we study specific problems of multi-channel MAC protocols. Furthermore,
a multi-channel protocol for multi-hop 802.11 networks has to be scalable, which means
that the performance of the network should not dramatically degrade for an increasing
number of active stations or number of hops.

We consider wireless mesh networks (WMN) that provide cheap connectivity over
an interconnection of wireless links. The infrastructure of this networks is formed by
stationary mesh routers. In Chapter 5, we propose a multi-channel MAC mechanism for
wireless mesh networks. We present a novel view on packet forwarding in wireless mesh
networks by adopting a molecular analogy—mesh routers can be nuclei or electrons in an
atom. Our mechanism, Molecular MAC, takes advantage of dynamic channel switching at
neighbor mesh routers to efficiently forward packets over multiple hops. Molecular MAC
defines how nuclei notify electrons about pending packets and how electrons pull them
from nuclei for further forwarding. We evaluate the proposed scheme through simulation
and compare with other proposals.

1.2 Thesis Outline

The next chapter is dedicated to the state of the art. We explore the principal concepts
necessary to understand our contributions in the thesis. We review the IEEE 802.11
standard for wireless LANs, the DCF access method, and the performance problems of
DCF in a multi-hop network. Supporting quality of service at the MAC layer in a wireless
LAN is also discussed in this chapter. As the use of multiple non-interfering channels
results in higher throughput, we review different multi-channel MAC protocols already
proposed for 802.11 networks. We present our contributions in Chapters 3, 4, and 5.
Finally, Chapter 6 concludes the thesis and explores the perspectives and future work
inspired by this thesis.
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Context and State of the Art
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Chapter 2
IEEE 802.11 Wireless Networks: overview
and some challenges

2.1 Introduction

Wireless networking refers to technology that enables two or more computers to commu-
nicate over radio. However, wireless networks are challenging in many respects. Com-
pared to their wired counterparts, they offer a less reliable communication medium and
lower bandwidth. In addition, the realized throughput of wireless communications—after
accounting for the effects of multiple access, fading, noise, and interference conditions,
etc.— is often much less than a radio’s maximum transmission rate.

In this chapter we present the principles as well as the challenges of wireless networks,
which are necessary to better understand our contributions in the next chapters of the
thesis. In the next section, we briefly describe the IEEE 802.11 standard for wireless net-
works. In Section 2.3 we present the most well-known architectures for wireless networks
such as infrastructure-based wireless LANs, wireless ad-hoc networks, and wireless mesh
networks. Section 2.4 is dedicated to the MAC layer of 802.11 networks. We explain the
basic concepts of 802.11 DCF as well as the performance problems associated with the
access method. In the same section, we also review the most well-known proposals for
improving performance of DCF in a single-cell wireless network. We describe the Idle
Sense access method in more details, because our contribution that deals with priority
access builds upon it. The Idle Sense method modifies the behavior of DCF in order to
make it more efficient and much more fair.

In Section 2.5 we review the IEEE 802.11e [48] standard that provides QoS in wireless
LANs. Considering this aspect is important for multimedia applications that require some
QoS support such as guaranteed bandwidth, delay, jitter, and error rate. Guaranteeing
QoS requirements in 802.11 WLANs is especially challenging due to the noisy and variable
physical layer characteristics. Quality of service has been already explored in wireless
networks. In this thesis we are especially interested in studying the solutions that provide

7



2. IEEE 802.11 Wireless Networks: overview and some challenges

quality of service at the MAC layer. In addition to the 802.11e standard, we also discuss
several related works.

In Section 2.6 we investigate the behavior of DCF in the context of multi-hop wire-
less networks. When these networks use 802.11 wireless links, several problems may arise
due to the spatial positions of stations. We describe several well-known spatial prob-
lems: hidden, exposed, blocked, and masked stations that lead to a drastic degradation of
performance.

To increase network capacity, a thoroughgoing solution is to enable a station to
operate on multiple non interfering channels rather than on a single fixed channel. In
Section 2.7 we study specific problems related to the use of multiple channels in wireless
networks. Moreover, we classify already proposed solutions based on their characteristics.
Finally, we conclude the chapter.

2.2 IEEE 802.11 Standards

Although many technologies and standards for wireless LANs were developed in the
1990’s, the IEEE 802.11 standard set [44] has clearly emerged as the winner. The original
standard proposed in 1997 specifies the medium access control (MAC) and physical layer
(PHY) in wireless LANs. IEEE 802.11 was developed by the IEEE LAN/MAN Standards
Committee (IEEE 802) in the 5 GHz and 2.4 GHz public spectrum bands.

In the following, at first we briefly describe the functionality of the physical layer in
802.11 networks. We then review various amendments to 802.11 standard with respect
to their physical characteristics.

2.2.1 Physical Layer Functionality

The physical layer provides the MAC layer with an interface to the wireless media that
transmits and receives signals. The PHY layer:

1. provides a frame exchange between the MAC and PHY under the control of the
physical layer convergence procedure (PLCP) sublayer. This sublayer simplifies
provision of a PHY service interface to the MAC services;

2. uses signal carrier and spread spectrum modulation to transmit data frames over
the media under the control of the physical medium dependent (PMD) sublayer;

3. provides a carrier sense indication back to the MAC to verify activity on the media
and trigger the frame reception procedure if needed.

During transmission, a MAC data frame is appended to a PLCP preamble and a
header to create a physical layer frame. PLCP preamble (SYNC + Start of Frame
Delimiter) allows the receiver to acquire the signal and synchronize itself with the trans-
mitter. The PLCP header contains information about modulation scheme, transmission
rate, length of payload, etc. For example, Figure 2.1 shows the format for the long phys-
ical frame in 802.11b LANs. As shown in the figure, the PLCP preamble and header are
sent at 1Mbit/s.
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SYNC

128 bits

SFD

16 bits

Signal

8 bits

Service

8 bits

Length

16 bits

CRC

16 bits

PLCP Preamble

144 bits

PLCP Header

48 bits
Payload

PHY frame

192!s at 1Mbit/s

Figure 2.1: Physical frame format in 802.11b

2.2.2 Physical Characteristics of 802.11a/b/g LANs

After 802.11-1997 [44], the first wireless networking standard, several amendments such
as 802.11a [45], 802.11b [46], and 802.11g [47] were added to improve the performance of
802.11 LANs . A new amendment, 802.11n [49], is under development. Table 2.1 shows
the characteristics of 802.11 family standards.

Table 2.1: Summary of physical characteristics of IEEE 802.11 variants

Standard Frequency Range (GHz) Data Rate (Mbit/s) Date

802.11 2.4-2.4835 up to 2 1997
802.11a 5.1-5.8 up to 54 1999
802.11b 2.4-2.4835 up to 11 1999
802.11g 2.4-2.4835 up to 54 2003
802.11n 5.1-5.8 and/or 2.4-2.4835 up to 300 in progress

The 802.11b/g LANs use the 2.4 GHz ISM (Industrial, Scientific and Medical) band.
The 802.11 standard divides this frequency band into 14 channels each of width 22 MHz,
spaced only 5 MHz apart with channel 1 centred on 2412 MHz and 13 on 2472 MHz (cf.
Figure 2.2(a)). The 14th channel of width 12 MHz is a special one only used in Japan
and it is placed above channel 13.

As orthogonal channels require 25 MHz of channel separation, adjacent channels over-
lap and will interfere with each other. Therefore to be totally non-overlapping, channels
1, 7 and 13 (in Europe) are typically used for communication in current implementations
[46]. However, in a large-scale building or campus-wide installation, using only three
channels can increase the interference with neighboring 802.11b/g networks.

802.11a uses the 5 GHz U-NII (Unlicensed National Information Infrastructure) band
that offers 12 non-overlapping channels: 8 in the lower part of the frequency band for
indoor uses and 4 in the upper part for outdoor uses [45]. Figure 2.2(b) shows the 8
non-overlapping channels for 802.11a LANs.
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(a) 802.11b/g channels in 2.4GHz band
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(b) 802.11a channels in 5GHz lower band

Figure 2.2: Channel spacing for 802.11b/g and 802.11a LANs respectively in 2.4GHz and
5GHz frequency band.

The fist IEEE 802.11 standard provided for three PHY specifications including in-
frared (IR), 1-2 Mbit/s frequency hopping spread spectrum (FHSS), and 1-2 Mbit/s
direct sequence spread spectrum (DSSS). The DSSS method uses baseband modulations
of differential binary phase shift keying (DBPSK) and differential quadrature phase shift
keying (DQPSK) to provide 1 and 2 Mbit/s data rates, respectively. 802.11b uses a
higher rate extension of DSSS (HR/DSSS) to provide 5.5 and 11 Mbit/s in addition to
1 and 2 Mbit/s data rates. The HR/DSSS incorporates a more efficient coding scheme
known as complimentary code keying (CCK) to attain higher data rates. The PLCP
preamble and header, however are usually sent at a lower rate compared to the data
payload.

802.11a utilizes a multi-carrier modulation technique known as orthogonal frequency
division multiplexing (OFDM). The OFDM provides data rates of 6, 9, 12, 18, 24, 36,
48, and 54 Mbit/s. As mentioned earlier, a 802.11g LAN operates in the same lower
frequency band as 802.11b. However, it provides the higher-speed transmission rates of
802.11a. Moreover, to be backward compatible with 802.11b, 802.11g also provides the
transmission rates of 802.11b. To achieve these goals, 802.11g LANs adopt HR/DSSS
and OFDM modulation technics.

An issue for the 802.11a LANs is that by operating at a higher frequency, they have
a shorter transmission distance for a given power level and suffer more from multi-path
propagation. On the other hand, the 802.11b/g LANs compete for frequency spectrum
with microwaves oven and bluetooth devices.
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IEEE 802.11n is an under-development amendment that improves upon the previ-
ous 802.11 standards by adding multiple-input multiple-output (MIMO) and Channel-
Bonding operation to the physical layer and frame aggregation to the MAC layer. MIMO
uses multiple transmitter and receiver antennas to improve performance. Channel Bond-
ing increases the amount of data to transmit by simultaneously using two non-overlapping
adjacent channels. 802.11n is expected to be finalized in November 2009 [50], although
many "Draft N" products are already available.

2.3 Wireless Network Architectures

Today, wireless networks have various architectures based on user requirements and net-
work deployment schemes such as infrastructure-based WLANs, ad-hoc networks, wire-
less mesh networks, and wireless sensor networks (we do not consider the latter in this
thesis).

2.3.1 Infrastructure-based Wireless LANs

According to the IEEE 802.11-1999 standard, the basic service set (BSS) is the main
building block of an IEEE 802.11 wireless LAN. A BSS contains one or more wireless
stations (STA) and a central base station, known as an access point (AP). Figure 2.3
shows the AP in each of two BSSs connecting to a router, which in turn leads to the
Internet. Here, the access point acts as a bridge . However it can also be the router at
the same time.

X

Internet

Router

BSS 1

BSS 2

AP

AP

A B C D

channel 1 channel 2

Figure 2.3: IEEE 802.11 Infrastructure WLAN

Most wireless LANs have a similar centralized architecture: stations communicate
directly with an access point connected to the wired network. Two stations in such a
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wireless LAN cannot directly exchange data. Instead, they forward their frames to the
AP while in turn sends the frame to the intended receiver. However, in 802.11e [48]
the direct link protocol (DLP) provides a mechanism to allow direct station-to-station
communication in the case where two communicating stations are within the transmission
range of each other.

To access all the service of an infrastructure BSS, a STA at first has to associate with
the corresponding AP. To achieve this goal, it needs to get some information from the
AP. The station can get it by one of two means:

• Passive Scanning: In this case the station just waits to receive a beacon frame from
the AP. The beacon is a periodic frame sent out by the access point containing
informations like: service set identifier (SSID), time stamp, beacon period, MAC
address of AP, etc.

• Active Scanning: In this case, the station tries to discover an access point by
transmitting probe request frames and waits for probe response from the AP.

In 802.11, an Extended Service Set (ESS) is a set of infrastructure BSSs, where
the APs communicate with each other to forward traffic from one BSS to another and to
facilitate the movement of mobile stations from one BSS to another. An abstract medium
known as Distribution System (DS) enables the wireless interconnection among access
points in 802.11 networks. Such an architecture is also called wireless distribution system
(WDS). To network equipment outside of the WDS, the WDS and all of its mobile stations
appears to be a single MAC-layer network where all stations are physically stationary.
Thus, the WDS hides the mobility of the mobile stations from everything outside of the
WDS.

2.3.2 Ad-hoc Wireless Networks

An ad hoc wireless network is a collection of wireless nodes that self-configure to form
a network without the need for any established infrastructure, as shown in Figure 2.4.
Without infrastructure, the stations handle the necessary control and networking tasks
by themselves, generally through the use of distributed control algorithms [36].

Connectivity is the fundamental aspect of any network. A network is connected if
every node is able to communicate with every other node. A single-hop wireless network
in which all stations are within the transmission range of each other is connected. Figure
2.4 shows an ad hoc network in which some nodes are not within the transmission range
of each other. As a result, each node cannot directly communicate with all other nodes.
However, a node can forward data on behalf of other nodes. For example, node A
forwards its frame with destination of C to node B. Node B then redirects the frame to
its final destination C. Such a wireless network is called multi-hop, because it uses two
or more wireless hops to convey data from a source to a destination.

When stations are mobile, a multi-hop ad-hoc wireless network is known as Mobile
Ad-hoc NETwork (MANET [29]). One of the most noticeable characteristics of a MANET
is its dynamic topology. As nodes are free to move arbitrarily, the network topology may
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Figure 2.4: Ad-hoc Wireless Network

change randomly and rapidly at unpredictable times and may consist of both bidirectional
and unidirectional links.

The decentralized nature of wireless ad hoc networks makes them suitable for a variety
of applications where central nodes cannot be relied on and may improve the scalability
of wireless ad hoc networks compared to infrastructure-based wireless networks. How-
ever, theoretical [63] and practical [38] limits to the overall capacity of such networks
have been identified. The lack of infrastructure is highly desirable for military systems
and emergency situations like natural disasters, where communication networks must be
configured quickly as the need arises, often in remote areas.

The presence of a dynamic and adaptive routing protocol will enable ad hoc networks
to be formed quickly. The Ad-Hoc On-Demand Distance Vector (AODV) [77] and Dy-
namic Source Routing (DSR) [53] are two examples of reactive routing protocols that are
used in MANETs. Reactive protocols seek to set up routes on-demand. If a node wants
to initiate communication with a node to which it has no route, the reactive routing pro-
tocol will try to establish such a route. The main disadvantages of reactive algorithms
is high latency time in finding routes.

The Optimized Link State routing (OLSR) [28] is a proactive approach to MANET
routing. Proactive protocols seek to maintain a constantly up-to-date topology knowl-
edge. Every node learns about other nodes in the network and ways to reach them. As
time goes on, each node knows about all other nodes and one or more ways to reach
them. The main advantage of such a protocol is that routes will always be available be-
forehand. To maintain the up-to-date routing information, topology information needs
to be exchanged between the nodes on a regular basis, leading to relatively high overhead
on the network.

802.11 ad-hoc networks

In 802.11 networks, the ad hoc mode is accomplished using the Independent Basic Service
Set (IBSS). With an IBSS, there are no access points and stations communicate directly
with each other Contrary to infrastructure-based wireless LANs, all stations that join
the ad hoc network must periodically send a beacon. Stations use these beacons to
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discover their neighborhood. Hence, wireless devices within the range of each other can
discover and directly communicate without involving central access points. This method
is typically used by two computers so that they can connect to each other to form a
network.

2.3.3 Wireless Mesh Networks

Wireless mesh networks (WMNs) consist of mesh routers and mesh clients, where mesh
routers are stationary and form the infrastructure of WMNs. They provide network
access for mesh clients. The infrastructure part of a WMN has a relatively stable topology
except for the occasional failure of nodes or addition of new nodes.

Internet

Wireless Mesh 

backbone

MR

MR/GwMR/Gw

MR:  Mesh Router

MR/Gw:  Mesh Router with Gateway

MR/Gw/Bg:  Mesh Router with 

                     Gateway/Bridge

sensor

sink

wired network

cellular network

ad hoc network

wi-fi

MR/Gw/Bg

sensor network

Figure 2.5: Wireless Mesh Network Architecture

A wireless mesh network can be seen as a type of wireless ad hoc network in which
the objective is to extend the coverage range without sacrificing channel capacity [5].
Mesh architecture sustains signal strength by breaking long distances into a series of
shorter hops. Intermediate nodes not only boost the signal, but cooperatively make
forwarding decisions based on their knowledge of the network, i.e. perform routing.
Such an architecture, if designed carefully, may provide promising bandwidth, spectral
efficiency, and economic advantage over the coverage area.

A typical architecture for WMN is shown in Figure 2.5 , where dash and solid lines
indicate wireless and wired links, respectively [5]. Wireless mesh routers form an infras-
tructure for clients to connect to them. The WMN infrastructure can be built using
various types of radio technologies, in addition to the mostly used IEEE 802.11 technolo-
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gies. Mesh routers form a mesh of self-configuring, self-healing links among themselves.
Moreover, mesh routers can be connected to the Internet.

Mesh routers can be equipped with multiple radios to perform routing and access
functionalities. This enables separation of two main types of traffic in the wireless domain.
While routing and configuration are performed between mesh routers, the access to the
network by end users can be carried out on a different radio. This significantly improves
the capacity of the network.

However, in this thesis we consider a wireless mesh network of mesh routers and in
Chapter 5 we propose an efficient MAC to improve performance of such a network.

2.4 Medium Access Control

The Medium Access Control (MAC) is a mechanism that makes it possible for several
stations connected to the same physical medium to share it and to communicate with
each other. Since 802.11 networks use a random access method, in this section we focus
on this kind of MAC protocols.

In a random access protocol, users attempt to access the channel in an uncoordinated
manner. A transmitting node always uses the entire capacity of the channel during its
transmission. When there is a collision, each node involved in the collision retransmits its
frame until the frame gets through without collision. However, the transmitter does not
necessarily retransmit its collided frame immediately, but after a independently chosen
random delay. The node that chooses the least random delay will at first transmit its
frame.

The ALOHA [2, 3] and the Carrier Sense Multiple Access (CSMA) [56, 68] protocols
are the most popular random access mechanisms. The first ALOHA protocol [2], also
known as pure ALOHA is fully decentralized: the transmitting node sends the frame
on the channel upon its arrival to the MAC layer. If collision occurs, the node will
immediately retransmit the frame with probability p. Otherwise, the node waits for a
frame transmission time and then it transmits a new frame with probability p or waits
for another frame transmission time with probability 1 − p. In slotted Aloha protocol
[3], all nodes synchronize their transmissions to start at the beginning of a slot.

In ALOHA protocols, a node starts to transmit regardless of whether other nodes are
transmitting. However, before speaking, a polite person listens if someone else is speaking
and waits until they are finished. CSMA protocols propose more civilized mechanisms
by following the polite human conversation rules. CSMA is a MAC mechanism in which
a node verifies the absence of another transmission trying to access the shared medium.
Carrier Sense means that a transmitter listens for a carrier signal before trying to send.
If a carrier is sensed, the node waits for the end of outgoing transmission before initiating
its own transmission.

Another rule in conversation is that if someone else starts talking at the same time,
you should stop talking. In the network world this rule is known as collision detection
that is embodied in CSMA/CD (Collision Detection). Ethernet [68] uses a CSMA/CD
protocol. Collision detection improves the performance of CSMA by terminating trans-
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mission as soon as a collision is detected, which reduces the probability of a second
collision on retry. A transmitting data station that detects another signal while trans-
mitting a frame, stops transmitting that frame, transmits a jam signal, and then waits
for a random time interval before trying to retransmit its frame.

CSMA/CA (Collision Avoidance) is also one of the well-known enhancement to the
pure CSMA. Collision avoidance is used to improve the performance of CSMA by at-
tempting to be less greedy on the channel. If the channel is sensed busy before transmis-
sion, then the transmission is deferred for a random interval. This reduces the probability
of collisions on the channel. Collision avoidance also refers to use of Request-To-Send
(RTS) and Clear-To-Send (CTS) control frames [55]. Before data transmission, a sender
transmits an RTS and the receiver replies with an CTS. These control frames are signifi-
cantly smaller than the data frames. collisions between RTS frames are much less costly
than the collisions that would otherwise occur between data frames.

In wireless LANs, collision detection is difficult, because even if a sender can receive
and transmit at the same time, it receives its proper signal with a much higher power
than the signal of a remote transmitter. Inspired by the huge success of the Ethernet and
its random access protocol, the designers of IEEE 802.11 chose a random access protocol
based on CSMA/CA for 802.11 wireless LANs.

2.4.1 802.11 DCF

The 802.11 standard defines an access method –DCF, a derivative of CSMA/CA. DCF
is defined as mandatory in subclause 9.2 of the IEEE 802.11 standard and is the de-
facto default setting for Wi-Fi hardware. The MAC layer is the same for all variants
802.11a/b/g, but parameters are different.

Wireless links are prone to errors and collisions: when a station sends a frame, the
frame may be incorrectly received for a variety of reasons like attenuation of signal
strength, collisions, multipath propagation, etc. On the other hand, high packet loss
rate is detrimental to transport-layer performance. Therefore, mechanisms are needed
to reduce packet loss rate experienced by upper layers. DCF uses Automatic Repeat re-
Quest(ARQ), an error control method for data transmission based on acknowledgments
and timeouts to achieve reliable data transmission. The DCF ARQ is a positive acknowl-
edgment scheme: the destination acknowledges with a control frame a correctly received
frame. If the sender does not receive an acknowledgment before a timeout, it retransmits
the frame or abandons if it exceeds a predefined number of retransmissions.

Figure 2.6 illustrates the basic operation of DCF. As shown in the figure, we assume
that initially the channel is idle. DCF requires a station wishing to transmit to listen for
the channel status for the Distributed Inter-frame Space (DIFS) interval. If the channel
is sensed busy during the DIFS interval, the station defers its transmission. Otherwise,
it transmits its data frame. If the receiver is able to correctly decode the received frame,
it sends back an ACK frame after a short period of time known as Short Inter-frame
Space (SIFS). Note that DCF acknowledgment is only used for the unicast frames and
not for the broadcast ones.
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Figure 2.6: Basic operation of IEEE 802.11 DCF

The PLCP header of each frame contains a duration field that specifies the transmis-
sion time required for the frame during which the medium will be busy. Stations listening
to the wireless medium read the duration field and set their Network Allocation Vector
(NAV), which is an indicator for the station of how long it must defer from accessing the
medium. This mechanism, also known as virtual carrier sensing, can limit the need for
physical carrier sensing at the radio interface in order to save power.

In a network with a number of stations contending for the channel, when several
stations sense the channel busy and defer their access, they will try to seize the channel
after transmission. As a result, collisions may occur. In order to avoid such collisions,
DCF specifies a random backoff that forces a station to defer its access to the channel
for an extra period (cf. Figure 2.6).

Each host maintains a contention window (CW ) that is initially set to CWmin. A
node wishing to transmit will wait until the channel becomes idle for more than DIFS. It
then chooses a random backoff between 0 and CW and starts decrementing the counter.
The counter is decremented by one after each time slot, as long as the channel is idle (cf.
Figure 2.7). If the channel becomes busy, the node will freeze the counter until the channel
is free again. When the backoff counter reaches zero, the node will start to transmit.
After each successful transmission, a transmitter resets its contention window to CWmin.
On the other hand, after each unsuccessful transmission attempt the transmitter applies
the exponential backoff algorithm:

CW = min(2× (CW + 1)− 1, CWmax). (2.1)

CW returns to its minimal value of CWmin after a successful transmission. Moreover,
the number of retransmissions for each frame is bounded to a limit, retry_limit. If a
sender has failed to successfully transmit a frame after retry_limit attempts, it throws
the frame away and resets its CW to CWmin for a new data frame.

If the data frame is corrupted as shown in Figure 2.8, it is not received by the
destination and therefore no ACK is sent back to the sender. At the end of ACK timeout,
the sender doubles its CW and chooses a new backoff. The sender, then waits for a DIFS
before contention to access the medium. However, any station listening to the medium
and perceiving a corrupted frame, waits for a period of time known as Extended Inter-
frame Space (EIFS) which is equal to DIFS + ACK_Timeout. Figure 2.9 shows another
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Figure 2.7: Contention in DCF

scenario, in which the ACK is corrupted. Although the data frame is received correctly
at the destination, due to the failure of ACK, the sender cannot correctly receive the
ACK. As a result, the sender will retransmit the frame after backoff from doubled CW .
However, the receiver will drop this duplicated frame, because it has already received it.
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Figure 2.8: The behavior of DCF when a data frame is corrupted.
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Figure 2.9: The behavior of DCF when an ACK frame is corrupted.

Figure 2.10 shows the behavior of DCF in a wireless LAN with 5 active stations.
Due to the lack of space, ACK and SIFS are not shown in the figure. At the beginning
the medium is idle. Station S3 receives a packet from the upper layer and starts to
sense the medium. A short while after, S1 also starts to sense the medium in order
to transmit its arriving packet. S3 start to transmit after DIFS forcing S1 to defer its
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transmission, because the medium becomes busy. At the end of S3’s transmission there
are three contending stations: S1, S2, and S5. Each station draws a backoff and starts to
decrement its backoff counter after DIFS. By choosing the lowest backoff, S2 gains access
to the medium and starts to transmits its data frame. Other stations, meanwhile, freeze
their backoff counter. For the next turn, S1 and S5 continue to decrement their residual
backoff counter while S4 draws a new backoff which is the same as the residual backoff
of the S5. Thus, both of S4 and S5 start to transmit at the same time that leads to a
collision. According to the exponential backoff mechanism in DCF, both stations double
their CW s. S1, not being able to decode the collided frames, waits for a EIFS and then
continue to decrement its residual backoff. It gains access to the medium and transmits
its frame.
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Figure 2.10: An example scenario that explains the operation of IEEE 802.11 DCF

Before transmitting any frame, a node has to wait for a small duration of time even
if the channel is idle. This is called inter-frame spacing. Four different intervals enable
each frame to have different priority when contending for the channel. SIFS, PIFS (Point
coordination IFS), DIFS, and EIFS are the four inter-frame spacings in the order of their
increasing length (cf. Figure 2.11). A node waits for a DIFS before transmitting a data
frame, but waits for a SIFS before sending an ACK. Thus, an ACK frame will win the
channel when contending with DATA frames because the SIFS duration is smaller than
a DIFS. Table 2.2 gives the MAC parameters for 802.11 variants. The PIFS is used by
the access point to gain access to the medium before any other station.

The original 802.11 MAC defines another coordination function called the Point Coor-
dination Function (PCF): this is available only in the infrastructure mode, where stations
are connected to the network through an AP. This mode is optional and only few APs
or Wi-Fi adapters actually implement it. APs send beacon frames at regular intervals
(usually every 0.1 second). Between these beacon frames, PCF defines two periods: the
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Table 2.2: Summary of IEEE 802.11 MAC Parameters

Variant CWmin CWmax DIFS SIFS Tslot

802.11a 15 1023 34 µs 16 µs 9 µs
802.11b 31 1023 50 µs 10 µs 20 µs
802.11g 15 1023 28 µs 10 µs 9 µs

10

802.11 MAC

! Inter-frame spacing

! SIFS (Short Inter Frame Spacing)

! for ACK, CTS, polling response

! PIFS (PCF IFS)

! for time-bounded service using PCF

! DIFS (DCF IFS)

! for contention access

t

medium busy
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PIFS
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direct access if 
medium is free ! DIFS

EIFS

Figure 2.11: Different inter-frame spaces in IEEE 802.11 DCF and PCF.

Contention Free Period (CFP) and the Contention Period (CP). In CP, the DCF is sim-
ply used. In CFP, the AP sends Contention Free-Poll (CF-Poll) frames to each station,
one at a time, to give them the right to send a frame. As the AP is the coordinator that
decides which station can send a frame, this method supports quality of service.

2.4.2 DCF Problems in a Wireless LAN

The 802.11 DCF suffers from several performance problems. In this section, we explore
some of the most well-known problems that may arise in a single-cell wireless LAN. Later,
in Section 2.6, we will study performance problems of DCF in the context of multi-hop
networks.

Rate Diversity and Performance Anomaly

In IEEE 802.11 standard the data rate (a physical level parameter) is available for tuning
at the side of the wireless network interface card. In 802.11b, for example, it can be set
to 1, 2, 5.5, and 11Mbit/s. Each rate corresponds to a different modulation scheme with
its own trade-off between data throughput and signal quality. Several rate adaptation
technics have been already proposed for wireless networks [42, 54].

Heusse et al. [41] analyzed the performance of the 802.11b wireless LANs and showed
that rate diversity in wireless LANs leads to performance anomaly: when some hosts use
a lower bit rate than the others, the performance of all hosts is considerably degraded.

Such a situation is a common case in wireless local area networks in which a host
far away from an access point is subject to important signal fading and interference. To
cope with this problem, the host changes its modulation type, which degrades its bit
rate to some lower value. Typically, 802.11b products degrade the bit rate from 11 Mb/s
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to 5.5, 2, or 1 Mb/s when repeated unsuccessful frame transmissions are detected. In
such a case, a host transmitting for example at 1 Mb/s reduces the throughput of all
other hosts transmitting at 11 Mb/s to a low value below 1 Mb/s. The basic CSMA/CA
channel access method is at the root of this anomaly: it guarantees an equal long term
channel access probability to all hosts. When one host captures the channel for a long
time because its bit rate is low, it penalizes other hosts that use the higher rate.

Bad Day Effect

In a 802.11 network, a sender cannot distinguish between a corrupted frame and a col-
lision. Therefore, if a host looses frames due to bad transmission conditions, performs
frequent exponential backoffs. An increase in contention window lowers the transmission
attempt probability. This host then has lower chance to gain access the medium and to
transmit its frame which results in unfairness among stations. This problem occurs when
the MAC method adjusts the contention window after a collision.

Physical Layer Capture Effect

Consider 3 stations in a wireless LAN as shown in Figure 2.12. Assume that the distance
A—B is shorter than C—B. Therefore, if all devices transmit with the same power, the A’s
signal at B is stronger than C’s signal at B. Also, all stations are in the range of each other,
i.e., there is no hidden station. Stations A and C transmit to B. Kochut et al. [57] showed
that A’s throughput is consistently higher than C’s in the long term. A and C achieve
equal performance when the other is not transmitting. Thus, the imbalance can only be
caused by the interaction between A and C when both are transmitting simultaneously.
In other words, the imbalance is due to the fact that collisions are resolved in favor of A.
The phenomenon of the stronger frame in a collision being received successfully is known
as physical layer capture effect.

A

B

C

B

A

C

Figure 2.12: Physical layer capture effect in DCF.

2.4.3 Enhancements to the DCF

Several authors have extensively analyzed the performance of 802.11 DCF [16, 17]. Be-
sides, much work proposes various enhancements to 802.11 DCF. Some of them consist
of dynamic adjustment of CW . Bianchi et al. define a method for estimating the number
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of active hosts by means of a Kalman filter to set suitable values for CW [14]. Ma et
al. proposed a way to overcome the complexity of such solutions by using a centralized
approach: an access point measures the number of contending hosts and broadcasts the
optimal value of CW [66].

Bononi et al. [15] proposed an improvement to 802.11 DCF called Asymptotically
Optimal Backoff (AOB). AOB limits the impact of collisions in presence of many active
stations by maintaining the transmission probability above a given threshold. Any station
independently measure two load factors: the slot utilization and the average size of
transmitted frames. AOB keeps the exponential backoff mechanism of DCF, so it does
not completely decouple collision detection from load control.

Aad et al. have introduced a Slow Decrease method [72]. Their mechanism modifies
the backoff algorithm of DCF and it consists in dividing CW by 2 instead of resetting
it to initial value CWmin after a successful transmission. Although the method was
intended for improving efficiency and fairness, it presents much worse fairness as shown
in Figure 2.14(a). Kwon et al. have defined Fast Collision Resolution [61] which also
modifies the backoff algorithm. The main idea is to double the contention window CW
of any host that either experiences a collision or loses a contention; it then draws a new
backoff counter. To decrease the time spent in backoff, hosts can exponentially decrease
their backoff timer after observing a number of empty slots. This method presents a
significant improvement of throughput compared to the standard 802.11 DCF method.
However, as only the host that has just succeeded a transmission decreases its CW to
the minimal value, the method causes high short-term unfairness. The Fairly Scheduled
Fast Collision Resolution (FS-FCR) variant [61] addresses this issue by setting a limit
on the number of successive retransmissions that a host may perform: when a station
reaches the limit, it sets its CW to CWmax.

The Binary Countdown Method [103] can reduce collision overhead. As collisions
significantly limit throughput, the method is more efficient than the standard 802.11
DCF. However, it requires a control channel for transmitting management messages to
schedule each transmission.

[9] proposed a backoff control mechanism based on the MILD (Multiplicative Increase,
Linear Decrease) principle: the backoff counter is increased by a factor upon a collision
and decreased by 1 after a successful transmission. The method uses the same value of
backoff counters for all hosts, which is distributed in the packet header and copied by
the receiver into its own counter. Song et al. proposed a backoff algorithm based on
the EIED (Exponential Increase Exponential Decrease) principle: CW is increased by a
factor upon a collision and decreased by another factor after a successful transmission [89].
Their method compares favorably with MILD and the standard exponential backoff of
802.11 DCF.

The main problem with all these proposals is related to the core principle of the
dynamic control of channel access probability: in all the methods a host increases its
contention window after it experiences a collision, which is considered as a signal to
decrease the rate of transmission attempts. This leads to degraded performance, because
the methods cannot distinguish collisions from corrupted frames nor can they handle
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the capture effect [57] correctly: when a method adjusts the contention window after a
collision, its operation is not optimal.

A different approach is represented by Tan et al. who proposed placing a regulator
above the MAC layer in an access point to control the cell and set rates for hosts according
to some performance objective (throughput or time-fairness) [91]. Although the idea is
interesting from the point of view of providing equal time shares to hosts, it relies on a
central coordinator.

2.4.4 Idle Sense Access Method

The main source of short-term unfairness in the DCF access method is the exponential
backoff algorithm applied after a collision [40]: colliding hosts double their contention
windows and have higher probability of choosing a larger backoff during which other
hosts will benefit from channel access. This also means increased delay for hosts that
doubled their CW . In this way, the standard DCF method controls the load on the
channel by reducing the number of contending hosts, because the hosts that have failed
their transmission are likely to attempt to access the channel later on. Moreover, hosts
consider all failed transmissions as collisions, whereas only a part of them are really
collisions. So, DCF bases its load control on a biased indicator, which leads to lower
performance and increased unfairness.
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Figure 2.13: Fairness of 802.11 DCF with equal contention windows in a wireless LAN
of 8 active stations.

Heusse et al. evaluated the short-term fairness of a modified 802.11 DCF with CW
equal for all hosts by using the sliding window method. The method considers the
patterns of transmissions and computes the average Jain fairness index in a window of
an increasing size [59]. It is defined as follows: let γi be the fraction of transmissions
performed by host i during window w; the fairness index is the following:

FJ(w) =
(
∑N

i=1 γi)2

N
∑N

i=1 γ2
i

. (2.2)
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Perfect fairness is achieved for FJ(w) = 1 and perfect unfairness for FJ(w) = 1/N .
The definition of window w also should take into account N , the number of competing

hosts. The authors propose to normalize the window size with respect to the number of
hosts and compute the Jain index for the window sizes which are multiples of N . m is
a normalized window size such that w = m × N,m = 0, 1, 2, .... The Jain index will be
computed as FJ(m).

Figure 2.13 compares the Jain fairness index for the standard 802.11 DCF access
method with the case in which CW is kept equal for all hosts. We can observe that
equal CW results in significant improvement of short-term fairness. Moreover, the short-
term fairness of 802.11 becomes worse for an increasing number of stations due to the
exponential backoff mechanism.

Idle Sense optimizes 802.11 DCF for high throughput and fairness: contending sta-
tions do not perform the exponential backoff algorithm after collisions or failed trans-
missions, rather they make their contention windows dynamically converge in a fully
distributed way to similar values solely by tracking the number of idle slots between
consecutive transmissions. The method works as follows: each station measures ni, the
number of consecutive idle slots between two transmission attempts. Every maxtrans
transmissions, it estimates n̂i, the average of observed values of ni. Then, it uses n̂i

to adjust its contention window to the target value ntarget
i , computed numerically for

a given variant of IEEE 802.11 PHY and MAC parameters—its value is 5.68 for IEEE
802.11b and 3.91 for IEEE 802.11g. When stations adjust their CW so that ni converges
to ni

target, their throughput is optimal.
The Idle Sense adaptation algorithm makes n̂i converge to ntarget

i by applying AIMD
(Additive Increase Multiplicative Decrease) [27] to the contention window CW as follows:

• If n̂i ≥ ntarget
i then CW ← α · CW

• If n̂i < ntarget
i then CW ← CW + ε

where ε and α are some adaptation parameters. If a station observes too many idle slots
compared to the target, it needs to increase CW additively, which in turn will decrease
ni, whereas if it observes too few idle slots, it needs to decrease CW in a multiplicative
way, which in turn will increase ni. For more details about Idle Sense we refer the reader
to other papers [40, 65, 37].

As mentioned in the previous section, when the physical layer capture effect takes
place, the host that detects a collision performs exponential backoff thus reducing its
transmission opportunity. The other host succeeds on two fronts —it transmits its frame
and continues to operate using the initial contention window. The Idle Sense access
method alleviates this effect, because a host does not adjust its CW when perceiving a
collision. For the same reason, bad day effect is also avoided by Idle Sense. It is straight-
forward to solve the "performance anomaly problem" by scaling the CW according to the
transmission rate. This is a principle that is also at the core of our subsequent proposal
for proportional channel access priorities.

As Idle Sense relies on only observing idle periods in channel activity, it is insensitive
to all the problems that arise in methods based on inferring the channel load from colli-
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sions. Heusse et al. evaluated short-term fairness by using the normalized Jain fairness
index [52, 59]. The simulation result [40] from Figure 2.14(a) shows that Idle Sense
provides much better short-term fairness than 802.11b and other proposed modifications
of 802.11 DCF such as Slow Decrease and AOB. Another advantage of Idle Sense is its
improvement in throughput for an increasing number of hosts (cf. Figure 2.14(b)).
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between the time fast and slow hosts use the channel (if we
neglect transmission overhead), which corresponds to equal
time shares of the channel.

We can note that using such a scaling of CW does not
impact overall network performance, because even if only
slow hosts compete for the channel, they will all have the
same value of CW and the operating point will be the same
regardless of the actual bit rate. The only issue here is
that channel utilization may slightly drop, because ni

target

is computed for a given bit rate.

3.3 Final remarks
We can note that observing idle slots merely depends on

the absence of the carrier signal, so it is independent of
any mechanism for collision detection. It is an advantage
in wireless LANs, because a collision may be unequally per-
ceived by the hosts involved in it (cf. the discussion on the
physical layer capture effect [17] in Section 5). Our method
makes it possible to decouple the dynamic load control from
perceiving collisions. In this way, load estimation comes
for free, because hosts always sense the channel during con-
tention: we simply require them to take into account the
time elapsed since the last contention started, at the instant
the host transmits or senses another transmission. This ob-
servation is one of the most important characteristics of our
method.

The fact of using a constant target value ntarget
i makes

the Idle Sense access method simple, elegant, and efficient.
Based on simple computations, each host is able to deter-
mine a new value of CW based on its local estimation of the
number of consecutive idle slots.

Using the expected number of consecutive idle slots be-
tween two transmission attempts ni as a target value for the
control algorithm guarantees that hosts converge to an opti-
mal state with minimal collision or contention overhead, and
maximal transmission probability—we express these objec-
tives in our cost function (Eq. 7). As hosts use similar values
of the contention window, they benefit from short-term fair-
ness and short delays.

Choosing the asymptotic value as the target means that
efficiency may be slightly lower for a small number of hosts.
For instance, for two hosts, the optimum is reached for
ni = 4.01, so that time may be wasted in unnecessary back-
off. However, it has little impact on perceived performance,
because when few hosts compete for the channel, each of
them benefits from a large share of the available bandwidth.

The Idle Sense access method provides near optimal chan-
nel utilization for a given ratio of Tc

TSLOT
. If the real traf-

fic characteristics differ from what is expected (for example
the average collision duration is different from the maximal
transmission time, this upper bound being used in our opti-
mization) the throughput may drop. Other refinements are
still possible; for example, we can use RTS/CTS as indicated
previously.

4. PERFORMANCE
To evaluate the performance of our access method, we

have developed a discrete-event simulator that implements
the standard 802.11 DCF method (no RTS/CTS) and Idle
Sense. We have implemented several variants of 802.11: 11
Mb/s 802.11b, 54 Mb/s 802.11g, and its modification with
the nominal bit rate of 100 Mb/s (we assume that other
parameters of MAC layer for this rate is the same as for
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Figure 7: Throughput comparison.

802.11g). The parameters for setting optimal values for
Idle Sense are the following: Tc

TSLOT
= 68.17 for 802.11b,

Tc

TSLOT
= 31.0 for 802.11g, and Tc

TSLOT
= 19.3 for an ex-

trapolated 100 Mb/s 802.11. Unless stated otherwise, hosts
behave like greedy sources transmitting at a given bit rate.
A simulation runs for 106 transmissions to obtain precision
of the order of 10−3. After several tests, we set the following
values of the control parameters: ε = 0.001 and 1

α
= 1.20;

ntrans = 5.

4.1 Throughput
Let us bear in mind that our goal is to maximize through-

put while providing fairness by setting the contention win-
dow CW equal for each host. So, in this part, we evaluate
the throughput of our method, but we do not expect its sig-
nificant increase. We compare throughput achieved by the
802.11b DCF, Slow Decrease6 [25], Asymptotically Optimal
Backoff (AOB) [7], and the Idle Sense methods for an in-
creasing number of hosts (see Section 5 for descriptions of
Slow Decrease and AOB). The throughput is the average
of the throughputs of all hosts active in the network. Ta-
ble 3 and Figure 7 show that for a small number of hosts,
Idle Sense provides the throughput comparable to that of
obtained in 802.11b. The improvement is significant for an
increasing number of hosts even up to 60%. Such a result
was expected, because we set the target number of idle slots
ni

target to 5.68. The gain is smaller for lower values of N .

6We use CWmin = 8 and CWmax = 1024 for simulations of
Slow Decrease

(b) Throughput comparison

Figure 2.14: Comparison of Idle Sense with other MAC protocols [40].

2.5 Quality of Service in 802.11 Wireless LANs

Since wireless LANs are the successors of wired LANs, they are expected to support
the same applications as the wired LANs they are replacing. However, e.g. the MAC
mechanisms of the original IEEE 802.11 standard do not provide a service differentiation
mechanism to guarantee a lower bound on throughput or an upper bound on delay.
In DCF all stations have almost equal probability to access the channel and share it
according to equal frame rate and not according to equal throughput. This offers no
support for priority access to the channel for time-sensitive traffic. Even though the PCF
can offer some sort of priority to an overloaded station, it cannot differentiate between
traffic types or sources. Therefore, it cannot tell which stations have long queues of
time-sensitive traffic, and which only hold best-effort traffic.

Due to substantial demand for the transmission of delay sensitive video and audio
data, 802.11E task group proposed 802.11e [48] amendment to 802.11 standard. The QoS
features of the 802.11e are beneficial to prioritize for example voice and video traffic over
more elastic data traffic. The 802.11e enhances the DCF and the PCF through a new
coordination function: the Hybrid Coordination Function (HCF). Within the HCF, there
are two methods of channel access similar to those defined in the legacy 802.11 MAC:
HCF Controlled Channel Access (HCCA) and Enhanced Distributed Channel Access
(EDCA). Both EDCA and HCCA define traffic classes. For example, emails could be
assigned to a low priority class, and voice could be assigned to a high priority class.
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2.5.1 802.11e EDCA

EDCA extends the CSMA/CA-based medium access scheme of IEEE 802.11 DCF by
introducing prioritized medium access for different traffic categories. In order to allow
prioritized and separate handling of traffic, 802.11e EDCA uses eight IEEE 802.1D User
Priorities (UPs). Arriving traffic of these eight UPs is mapped to four different Access
Categories (ACs)—for voice, video, best-effort, and background traffic. Each access cat-
egory corresponds to a single transmit queue. For each AC, an access function contends
separately for the right to initiate one or more transmissions during the contention phase.

Mapping of packets to AC

Video Voice Best efffort Background

Figure 2.15: EDCA: an access function for each priority queues

The basic reference model is shown in Figure 2.15. Each access function has an own
parameter set. It consists of the upper and lower bounds of the contention window (ab-
breviated as CWmin respective CWmax ), inter-frame spaces, and Transmit Opportunity
(TXOP) Limit values. A TXOP is a bounded time interval during which a station can
send as many frames as possible (as long as the duration of the transmissions does not
extend beyond the maximum duration of the TXOP). If a frame is too large to be trans-
mitted in a single TXOP, it should be fragmented into smaller frames. The use of TXOPs
reduces the problem of low rate stations gaining an disproportionate amount of channel
time in the legacy 802.11 DCF MAC. A TXOP time interval of 0 means it is limited to
a single MAC layer frame.

With EDCA, high priority traffic has a higher chance of being sent than low priority
traffic: a station with high priority traffic waits a little less before it sends its packet,
on average, than a station with low priority traffic. Giving priority to different traffic
category is based on their value of inter-frame space and contention window.

EDCA extends DIFS of legacy DCF by enlarging the duration that the channel has to
be idle prior initiation of a transmission dependent of AC. These Arbitration Inter-frame
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Spaces (AIFS) compute as follows:

AIFS[AC] = SIFS + AIFSN [AC]× Tslot (2.3)

where Tslot is the duration of a slot and AIFSN [i] is the AIFS[i] represented in number.
Figure 2.16 shows the impact of AIFS. Thus, lower priorities have to defer longer prior
transmission initiation or backoff decrement.

Backoff Slots

Data Frame

Time

Busy 

Medium SIFS

PIFS

DIFS

AIFS[i]

AIFS[j]

Slot time

Figure 2.16: Inter-frame spaces with 802.11e EDCA

Similarly to DCF, a transmission failure leads to an increased contention window of
an access function according to the Binary Exponential Backoff (BEB) algorithm, which
doubles CW as long as it does not exceed CWmax . After a successful transmission, CW
is reset to the minimum value for the corresponding AC. Internal collisions between two
access functions within one station are resolved such that the higher-prioritized function
gains access to the wireless medium, while the lower-prioritized function performs actions
as if an external collision happened.

The purpose of QoS is to protect high priority data from low priority data, but there
can be scenarios in which the data which belongs to same priority needs to be protected
from data of same priority. Example being a network that can only accommodate 10
data calls and an eleventh call is made. Admission Control in EDCA address this type
of problems. The AP publishes the available bandwidth in beacons. The clients can
check the available bandwidth before adding more traffic in the network that cannot be
handled.

2.5.2 802.11e HCCA

The HCCA works a lot like the PCF. However, in contrast to PCF, in which the interval
between two beacon frames is divided into two periods of contention-free and contention
period, the HCCA allows for contention free periods being initiated at almost anytime
during a contention period. This kind of contention free period is called a Controlled
Access Phase (CAP) in 802.11e. A CAP is initiated by the AP, whenever it wants to send
a frame to a station or receive a frame from a station in a contention free manner. During
a CAP, the access point controls the access to the medium. During the contention period,
all stations function in EDCA. The other difference with the PCF is that traffic class and
traffic streams are defined. This means that the AP is not limited to per-station queuing
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and can provide a kind of per-session service. Also, the AP can coordinate these streams
or sessions in any fashion it chooses (not just round-robin). Moreover, the stations give
info about the lengths of their queues for each traffic class. The AP can use this info
to give priority to one station over another or better adjust its scheduling mechanism.
Another difference is that stations are given a TXOP: they may send multiple packets
in a row, for a given time period selected by the AP. During the contention period, the
access point allows stations to send data by sending CF-Poll frames.

HCCA support is not mandatory for 802.11e APs. In fact, few (if any) APs currently
available are enabled for HCCA.

2.5.3 Other QoS Proposals

There is a considerable amount of research on QoS differentiation for wireless LANs and
ad hoc networks. We discuss here only a small subset of closely related work, especially
we are interested in solutions at the MAC layer that aim at enhancing the 802.11e type
of wireless networks. We focus on distributed access methods, because they can work in
the infrastructure mode as well as in an ad hoc setting.

Pattara-Atikom et al. proposed a survey of distributed MAC schemes that support
QoS in 802.11 networks [76]. They categorize access methods into two groups: prior-
ity oriented and fair scheduling based. The priority schemes [48, 31, 1] provide service
differentiation by allowing privileged access to the channel for traffic classes with higher
priority while mechanisms based on fair scheduling aim at allocating weighted fair share
of throughput among different demands [96, 8]. In all the above mechanisms, QoS is usu-
ally provided by tuning access parameters like IFS (Inter-Frame Spaces) and contention
windows. The authors also compared three approaches based on fair scheduling: Dis-
tributed Weighted Fair Queueing (DWFQ) [8], Distributed Fair Scheduling (DFS) [96],
and their own proposal—the Distributed Deficit Round Robin (DDRR) [74] based on the
concept of the Deficit Round Robin (DRR) [87]. In DDRR, each traffic class determines
the allotted service quantum rate based on its throughput requirements and maintains
a deficit counter of accumulated quanta. The deficit counter decreases by the size of a
transmitted frame and a traffic class can transmit only when the counter is positive.

Qiao et al. proposed a Priority-based Fair Medium Access Control protocol (P-MAC)
to maximize the wireless channel utilization subject to weighted fairness among multiple
traffic flows [78]. The basic idea of P-MAC is to optimize the value of the contention
window for each wireless station to reflect the relative weights among traffic flows as well
as the number of stations contending for the wireless medium. The proposed method is
sensitive to the convergence to a desirable operating point. Hu et al. have shown that
P-MAC may not converge even in the presence of only a single traffic class [43].

Hu et al. proposed MAC Contention Control (MCC) to achieve proportional through-
put allocation [43]. The proposal does not modify the original IEEE 802.11e EDCA, but
rather it adds a thin layer above MAC that adjusts the rate of dequeuing frames in
function of relative priorities. MCC dequeues frames from layer 3 according to an AIMD
algorithm based on one of two MAC layer channel state indicators: the average number
of collisions between successful transmissions and the number of idle slots between trans-
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mission attempts. The first indicator has major drawback of being dependent on the
channel error rate (recall that stations cannot distinguish between a collision and a failed
transmission). Moreover, the authors admit that it significantly varies with changing
traffic characteristics, which makes it a poor reference. The second indicator has already
been used as the basis of the Asymptotically Optimal Backoff (AOB) [15] and Idle Sense
access methods [40]. The adaptation algorithm of MCC also uses the AIMD algorithm for
adjusting the transmission attempt rate similarly to Idle Sense. As MCC operates above
an unchanged 802.11e layer, it fails to maintain both high reactivity and good channel
efficiency: performance evaluation done by the authors [43] shows that the adaptation
time is of the order of seconds and the aggregated throughput decreases in function of the
number of stations. In particular, the simulation results show two cases: for small AIMD
parameters, MCC does obtain a better aggregate throughput than 802.11e, but responds
very slowly to the network dynamics. For large AIMD parameters, MCC becomes more
responsive to the network dynamics, but it does not attain high aggregate throughput.

Although many authors have addressed the problem of QoS differentiation in 802.11
wireless networks, no method proposed so far offers all the desirable characteristics at the
same time: high aggregate throughput for an increasing number of contending stations,
fair allocation to all stations in the same class, fast adaptation to changing conditions,
and support for absolute priorities.

In Chapter 3, we propose a novel access method that supports both relative pro-
portional throughput allocation and absolute priorities in 802.11 wireless networks. We
build our access method upon the idea of the Idle Sense [40] access method that provides
near optimal throughput and fairness for 802.11 WLANs.

2.6 Spatial Problems in Wireless Networks

As it was mentioned earlier, DCF suffers from several well-known problems such as
performance anomaly, bad day effect, and physical layer capture effect. However, some
enhancements to this MAC protocol like AOB or Idle Sense improve the performance
in terms of throughput and fairness when all stations are within the carrier sense range
of each other. Thus, an enhanced version of DCF could be a good choice for this kind
of wireless LANs. However, problems may arise in an ad-hoc wireless network. In this
section, we study the behavior of DCF in ad-hoc networks. Various problems may arise
due to spatial positions of stations. We describe several well-known spatial problems in
wireless networks: hidden, exposed, blocked, and masked station problem.

Before talking about different spatial problems, we recall the definition of transmission
and carrier sensing range. The transmission range of a node A is modeled as the area
inside which other nodes are able to correctly receive A’s frames. On the other hand,
the carrier sense range of A is the area encompassing those nodes whose transmission A
can perceive (carrier sense) while not necessarily being able to receive the transmitted
frames. Figure 2.17 illustrates transmission and carrier sensing range for node A.
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Figure 2.17: Transmission and carrier sensing range: A emits a frame: B being within
the transmission range of A is able to decode the frame, C overhears it but cannot decode
it while D does not even overhear transmissions from A.

2.6.1 Hidden Station Problem

The hidden station problem is the most familiar performance problem that may arise in
a 802.11 wireless network. Assume the configuration in Figure 2.18, whereby B is within
the transmission range of A and C, while C is outside of the carrier sensing range of A.
In such a case, C will not be able to detect the ongoing transmission of A to B by carrier
sensing and, consequently, it can inadvertently interfere with B’s reception of A’s frame.
The problem could also happen when there is an obstacle between A and C.
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Figure 2.18: Problem of hidden stations: A and C are hidden from each other.

To alleviate the hidden node problem, Karn [55] proposed a two-way handshake
involving short frames whose exchange should precede the actual transmission. The
sender starts by transmitting a Request-To-Send (RTS) frame. After receiving RTS, the
intended recipient sends a Clear-To-Send (CTS) frame to the sender (cf. Figure 2.19).
RTS and CTS frames include the expected duration of time for which the channel will
be in use. Other hosts that overhear these frames must defer their transmission for
the duration specified in the frames. For this reason, each host records, in its NAV,
the duration of time it must defer its transmission. This whole process is called virtual
carrier sensing, which allows the area around the sender and receiver to be reserved for
communication, thus avoiding the hidden terminal problem [93]. A station can enter a
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power-saving mode for a duration of time according to its NAV counter. The station
then decrements its NAV counter and awakes to sense the medium again as soon as its
NAV counter reaches zero.

The RTS/CTS option has been standardized into the IEEE 802.11 family of access
schemes. The complete exchange involves four frames: RTS/CTS/DATA/ACK, with
the first pair taking care of the hidden nodes, and the final ACK providing for reliable
delivery.
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Figure 2.19: RTS/CTS handshaking alleviates the problem of hidden station.

Note that an increase in performance using RTS/CTS is the net result of extra over-
head of RTS/CTS control frames and reducing number of retransmissions. Hence, in
a configuration without hidden terminals the use of RTS/CTS will only increase the
overhead, which reduces throughput. A insignificant hidden station problem may also
result in performance degradation in case of using RTS/CTS. In this case, the additional
RTS/CTS frames cost more in terms of overhead than what we gain by reducing re-
transmissions. Chaudet et al. [22] showed that in a chain topology the use of RTS/CTS
results in a lower throughput compared to the basic DCF.

In case of the RTS/CTS option, the node will try to reserve the channel by sending
an RTS to the target node. Since two nodes can pick the same backoff counter, the
RTS frame may be lost because of a collision. Since the probability of a collision gets
higher as the number of nodes increases, a sender will interpret the absence of a CTS as
a sign of congestion. In this case, the node will double its contention window to lower
the probability of another collision.

Finally, the RTS/CTS option may alleviate hidden node problem, but it only works if
a hidden station is within the transmission range of the receiver that allows to correctly
decode the RTS or CTS control frames. However, this is not the case for example
for station D in Figure 2.20 (the solid arrow corresponds to two stations within their
transmission range while the dashed one represents communication between two stations
within their carrier sensing range).

2.6.2 Exposed Station Problem

In wireless networks, the exposed node problem occurs when a node is prevented from
sending frames to other nodes due to a neighboring transmitter. Consider the example
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Figure 2.20: RTS/CTS handshaking cannot resolve the hidden station problem com-
pletely.

illustrated in Figure 2.21. Here, if a transmission between C and D is taking place, node
B is prevented from transmitting to A as it concludes after carrier sense that it will
interfere with the transmission by its neighbor C (cf. the left part in timing diagram
of Figure 2.21). However note that A could still receive the transmission of B without
interference because it is out of range from C. This problem was studied by Karn [55].
Node B is said to be exposed . Note that only if B and C start to transmit their DATA
frames with the same size at the same time, as shown in the right part of Figure 2.21,
neither B nor C is exposed.
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Figure 2.21: Problem of exposed stations: B is exposed by C.

MACA [55] proposes to solve the problem with the RTS/CTS option. When a node
hears an RTS from a neighboring node, but not the corresponding CTS, it can deduce
that it is exposed and is permitted to transmit to other neighboring nodes. However, the
solution relies on several assumptions (symmetrical links, only the CTS frame set the
NAV and the RTS frame does not) and only works for a specific placement of stations
with respect to their transmission and carrier sensing ranges. As illustrated in the left
part of Figure 2.22, when C sends its RTS frame, the exposed station B will not receive
the CTS frame sent by D. In this case if according to MACA, RTS frame does not set
the NAV, B can send RTS to A. The problem is that it cannot decode the corresponding

32



2.6 Spatial Problems in Wireless Networks

CTS, because of DATA transmission from C. So it cannot proceed with its transmission
(cf. left part of Figure 2.22). The RTS/CTS handshaking helps to solve this problem
only if the nodes are synchronized (cf. right part of Figure 2.22).D
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AFigure 2.22: Problem of exposed stations with RTS/CTS handshaking.

2.6.3 Blocked Station Problem

The use of the RTS/CTS option may also lead to the problem of blocked stations [51, 83]
in which some stations become blocked, because they conform to the NAV of a neighbor
station transmitted in the RTS and CTS frames. Figure 2.23 illustrates an example of
blocked stations: C sends RTS to D in order to initiate a new transmission while E
is in the middle of transmitting its DATA to station F. D is blocked by E and cannot
reply to the RTS frame sent by C. Thus C becomes also blocked; in the same way B
is blocked, because it respects the NAV of the RTS frame sent by C and similarly A
becomes blocked too. In this example, A and C see false collisions, so they double their
contention windows, which further amplifies performance degradation.
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Figure 2.23: Problem of blocked station
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In Chapter 4 we will focus on an exacerbated problem of exposed stations that we
file into the category of blocked stations (cf. Figure 4.1). In this problem there are
three pairs of stations that communicate in parallel. The middle pair is always starved
from transmission by the exterior pairs. In the same chapter, we present the Forced
Transmissions mechanism that guarantees a minimum throughput for the central pair in
this configuration.

2.6.4 Masked Station Problem

The main idea behind using an RTS/CTS handshake is that nodes within the transmis-
sion range of either a sender or a receiver will hear at least one of the control frames and
hence defer their transmission. However, it is incorrect to assume that all nodes within
the sender’s transmission range can hear the RTS and all nodes within the receiver’s
transmission range can hear the CTS, even under perfect operating conditions.

BA C D E

Figure 2.24: Problem of masked station: node B transmits a frame to A and D transmits
a frame to E at the same time. C cannot decode either of these frames. Node C is said
to be masked .

In Figure 2.24, node B transmits a frame to node A. Shortly thereafter, node D
starts transmitting a frame to node E. Since node C receives signals from two different
sources at the same time, it cannot decode either of the frames 1. Node C is unable
to hear the transmission of node D to node E, because it is masked by the on-going
transmission from node B to node A (and vice-versa). Rey et al. [82] referred to this
problem as the masked station problem. Masked nodes do not necessarily cause frame
collisions. However, if one of the frames a masked node was supposed to receive is a CTS
or an RTS, then the masked node may subsequently cause a collision. The scenario is
illustrated in Figure 2.25.

Assume that initially all the nodes are idle and none of them is prevented from
transmitting. Now, node D and node E exchange an RTS/CTS dialog successfully and
node D starts sending a DATA frame to node E. Node C receives the RTS sent by node
D and updates its NAV consequently. After node D starts transmitting its DATA frame,

1If a node receives two or more frame simultaneously, the physical layer capture effect (already studied
in Section 2.4.1) may occur. However, most of the time a receiver cannot decode two simultaneous signals
of the almost same power.
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Figure 2.25: Collision caused by a masked node: node B transmits a CTS to C while D
is transmitting a DATA frame to E. C cannot decode CTS from B and hence does not
update its NAV. Node C may create a collision when initiating a new transmission.

node A sends an RTS to node B. Since node B is not within node D’s transmission range,
it does not sense any carrier and responds with a CTS. This CTS should reach node C.
However, node C is masked by the signal from node D. Thus, node C cannot decode the
CTS frame. Node A, on the other hand, does receive the CTS and thus starts sending
its DATA frame. In the mean time, nodes D and E complete their communication and
node C becomes free to transmit. Node C now transmits an RTS destined for one of its
neighbors. This RTS reaches node B and destroys the data frame node B is receiving.
Another possibility is that after nodes D and E complete their communication, an RTS
is sent by node D, or by another node, to node C . Since node C is free to transmit as
per its NAV, it responds with a CTS which collides with the DATA frame that node B
is currently receiving.

2.6.5 DCF Behavior in Multi-hop Wireless Networks

In the previous subsections, we have shown that spatial positions of stations in a multi-
hop wireless network may lead to collisions or missed transmission opportunity. Chaudet
et al. studied the behavior of DCF in 802.11 ad-hoc networks for some common topologies
(line, parallel pairs) [22] and showed that these networks suffer from severe performance
problems. Figure 2.26 shows one of their simulation results that compares throughputs
achieved by line topologies with different lengths when RTS/CTS option is enabled. We
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can see that the throughput decreases as the number of hops increases. Increasing the
number of hops from two to three results in a throughput loss of 50 percent. The greatest
gap occurs when increasing to four hops and results in a further decrease of 80 percent
due to the carrier sense dependencies.
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THE SHORT-TERM FAIRNESS ISSUE

In [8] the authors point out that even though
RTS-CTS exchange can solve hidden node situa-
tions and results in fair medium access in the
long term, the behavior of the medium access is
unfair in the short term. This can happen either
when flows are emitted at a low throughput and
emitters are distant enough, or if obstacles block
the line of sight between the emitters. Figure 2d
represents the well-known hidden node scenario
when RTS-CTS exchange is active. RTS from A
and B will collide at C until both emitters’ back-
offs are large enough to allow successful trans-
mission of an RTS. When one emitter succeeds,
the CTS that follows blocks the other emitter
from decreasing its backoff, which is statistically
large as contention window sizes increased just
before. On the other hand, the successful emit-
ter resets its contention window and draws a
small backoff at the next round. Thus, it is likely
to access the medium again and so on until colli-
sions happen again. This results in bursty behav-
ior for both emitters. The simulations we have
carried out show that the average number of
packets consecutively sent by the emitter that
has won the contention is nine, regardless of
packet size. In that configuration, the short-term
unfairness comes from resetting the contention
window of the station that wins the medium
access.

Now we only consider two of the three pairs
of Fig. 2a, say (A, B) and (C, D), and assume
that an EIFS is triggered on one emitter when
the receiver of the opposite pair sends an
acknowledgment. This can happen with the dif-
ferent communication rates of 802.11 as soon as
the two pairs are well located. Long-term fair-
ness is preserved, but we can observe short-term
unfairness. When a station accesses the medium
it has to wait for a DIFS when the medium
becomes free, whereas the competing emitter
has to wait for an EIFS. The simulations we
have carried out show that the average number
of packets consecutively sent by the emitter that
has won the contention is around four regardless
of packet size. In this case, the short-term unfair-

ness comes from a longer fixed wait interval for
an emitter.

LOW AGGREGATE THROUGHPUT
Let us now consider the configuration depicted
in Fig. 2e. This situation, presented in [6] and
called the small EIFS problem, exhibits a signifi-
cant performance decrease in terms of overall
used bandwidth. This situation may arise with
low-speed communication links or high-speed
communication links with obstacles making A
and D independent. CTS and acknowledgments
from one receiver trigger the EIFS on the other
emitter. Collisions happen since this EIFS is not
large enough to protect the associated data
frame. The resulting contention window increase
represents additional performance loss. This
problem is also depicted in [9]. This study shows
the inefficiency of RTS-CTS in these situations.
The simulations we have carried out show that
the overall performance loss increases with pack-
et size and ranges from 9 to 25 percent of the
capacity. This scenario also exhibits a short-term
fairness issue as the frames are emitted in bursts.
This kind of situation arises whenever two emit-
ters are independent and their emissions collide
at the receivers.

In [10, 11], the authors study the behavior of
a chain of mobiles, as represented on Fig. 2f.
This configuration happens as soon as two
mobiles not in communication range wish to
communicate and routing is involved. According
to the used rate, the dependency links are not
the same. With high rates, each mobile may
detect the activity of its two- or three-hop neigh-
bors. With lower rates, more mobiles are inde-
pendent. The combination of multiple problems
leads to a global performance problem. They
show, with NS-2 simulations, that achievable
throughput stabilizes around 250–300 kb/s in a
six-hop chain for a network capacity of 2 Mb/s
where 400 kb/s could be expected. This fact may
be explained by the multiple collisions that occur
on the second and third mobiles on the chain
and the triggering of EIFS due to distant emis-
sions. Thus, very few packets reach the fourth

Figure 5. Throughput for chain configurations: a) different chain lengths; b) six hops, with and without RTS-CTS.
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Figure 2.26: Throughput obtained for line topology: one CBR flow from first node to
the last one [22].

2.6.6 MAC Enhancements for Multi-hop Wireless Networks

To improve performance of the MAC mechanism in multi-hop wireless networks, some
authors proposed solutions before the emergence of the 802.11 standard. The hidden ter-
minal problem motivated MACA (Multiple Access Collision Avoidance) to use RTS/CTS
for collision avoidance on the shared channel [55]. The objective of MACAW (MACA for
Wireless) was to achieve high throughput and fair channel allocation [9]. It suggested
the use of link-layer ACKs with RTS/CTS and an additional DS (Data Sending) frame.
Talucci et al. [90] have defined the MACA-BI (MACA By Invitation) access method
that modifies the MACA method [55] to make it receiver oriented by keeping only the
CTS part of the RTS/CTS handshake. However, the destination must be aware of cur-
rent active flows to decide when to send a CTS. The Receiver-Initiated Multiple Access
(RIMA) mechanism proposes a similar variant of this approach in which a polling node
can also send a request to an inactive polled node [35].

Several MAC protocols have been proposed for multi-hop ad hoc networks by en-
hancing the CSMA/CA protocol [17, 79]. These schemes usually adjust parameters of
CSMA/CA such as the contention window size and modify backoff procedures. They
may improve throughput for single-cell wireless LANs. However, for multi-hop cases
such as WMNs, these solutions still reach a low end-to-end throughput, because they
cannot significantly reduce the probability of contention between neighboring nodes. As
long as contention frequently occurs, whichever method is taken to modify backoff and
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contention resolution procedures, the end-to-end throughput will be significantly reduced
due to the accumulating effect on the multi-hop path.

MAC Mechanisms based on Busy Tone

In another attempt to provide a more efficient access mechanism for ad-hoc networks,
several researches have proposed to use busy tones to protect control and data frames.
A busy tone is a narrow-bandwidth signal with enough spectral separation on the shared
channel. Tobagi et al. introduced busy tone multiple access (BTMA) that uses a busy
tone to address the hidden terminal problem in a network with base stations [93]. When
a base station senses the transmission of a terminal, it broadcasts a busy tone signal to
all terminals, keeping them (except the current transmitter) from accessing the channel.

Wu et al. [100] proposed the Receiver-Initiated BTMA, in which a frame preamble is
sent to the intended receiver by the transmitter. Once the preamble is received correctly,
the receiver sets up a busy tone and waits for the data frame. The transmitter, upon
sensing the busy tone, sends the data frame to the destination. The busy tone serves two
functions: to acknowledge the channel access request and to prevent transmissions from
other nodes. RI-BTMA was proposed to be used in the slotted manner. The correct
operation of RI-BTMA largely depends on the synchronization of slots, which is usually
difficult to achieve in ad-hoc networks.

Haas et al. [39] proposed the dual busy tone multiple access (DBTMA) protocol. In
DBTMA, the RTS frames are used to initiate channel request. Two out-of-band busy
tones are then used to protect the RTS frames and the data frames, respectively. The
transmit busy tone, which is set up by the RTS transmitter, is used to protect the RTS
frames. The receive busy tone, which is set up by the receiver, acknowledges the RTS
frame and provides continuous protection for the in-coming data frames. Nodes sensing
any busy tone defer from sending their RTS frames on the channel. With the use of the
RTS frame and the receiver busy tone, the exposed terminals are able to initiate data
frame transmissions. Furthermore, the hidden terminals can reply to RTS requests and
initiate data frame reception, while data frame transmission is taking place between the
transmitter and the receiver.

The disadvantage of such a solution is that extra hardware is required and busy tone
transceivers need to be incorporated into each communication node.

2.7 Multi-Channel Access Protocols

In order to fundamentally solve the issue of low end-to-end throughput in a multi-hop
environment such as wireless mesh networks, innovative solutions are necessary. For
example, revisiting the design of MAC protocols based on TDMA or CDMA can be a
research topic although developing a distributed and cooperative MAC with TDMA or
CDMA is complex [5].

To further improve network performance and also increase network capacity espe-
cially for mesh networks, a promising solution is to enable a network node to work on
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multiple channels instead of only on a single fixed channel. Multiple channels present
several advantages. One is to enable a single wireless interface to provide simultaneous
connectivity to distinct networks. MultiNet [18] was designed to allow a wireless interface
to periodically hop between two channels, enabling a single wireless interface to connect
to two logically distinct networks, such as an infrastructure-based network and an ad-hoc
network.

However, the most important functionality of multiple channels is capacity improve-
ment. By exploiting multiple channels, we can achieve a higher throughput, because
multiple transmissions can take place in parallel without interfering with each other. Al-
though all variants of 802.11 LANs provide several non-interfering channels, the legacy
DCF uses only one channel and all nodes in the network have to use a common channel
to communicate. Thus, there have been several works on developing MAC protocols
that use multiple channels in ad-hoc and wireless mesh networks. Maheshvari et al. [67]
classified multi-channel protocols into two different categories: static and dynamic.

In a static multi-channel protocol, the channel of a radio interface remains fixed or
changes infrequently. Each node has multiple radio interfaces and the emphasis is on
assigning frequency channels to these radio interfaces such that two nodes that commu-
nicate directly in the resulting topology have at least one channel in common. The static
approaches are based on topology control. The channel assignment must be done in a
way that interference is minimized. As this approach is necessarily static, the approach
is often graph-theoretic and is based on models of interference or protocol behavior, and
assumptions on average traffic. There are several papers in literature that take this ap-
proach [80, 81, 4, 6, 58]. In all of these works, the channel assignment is essentially
considered as an optimization problem.

The dynamic approaches rely on the capability of the radio interface to switch chan-
nels on the fly with negligible delay. Here, multiple channels can be used even with a
single radio interface. Two neighbor nodes wanting to communicate have to switch to
the same channel. Designing a dynamic MAC protocol that exploits multiple channels is
not a trivial problem, because when a host is listening on a particular channel, it cannot
hear communication taking place on a different channel. In this thesis we are especially
interested in dynamic multi-channel protocols.

2.7.1 Multi-Channel Specific Problems

Figure 2.27 shows a scenario in which A and B exchange their frames on channel 1
while stations C and D use channel 2 to communicate. Consequently, A and C can
simultaneously transmit their frames to B and D, respectively. However, under single-
channel DCF these two parallel communication result in a collision. Now, assume that
B has a data frame to C. If B sends the frame on its current channel, i.e. channel 1, this
will cause the transmission attempt to fail, because C is currently on channel 2. This
phenomenon is referred to as deafness. Station B will retransmit the failed data frame
based on the exponential backoff mechanism in 802.11 DCF until it reaches the retry
threshold. After retry_limit failed transmissions, C throws away the frame and resets
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its CW to CWmin for the next data frame. Thus, the deafness problem leads to the
wastefulness of the network resources and also causes unfairness.

X
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Router

BSS 1

BSS 2

AP

AP

A B C D

channel 1 channel 2

Figure 2.27: Stations use different channels in a line topology

The deafness problem arises when the sender is not aware of the current channel used
by the receiver and transmits its frame on the wrong channel. It is the most important
problem in a multi-channel network to be considered when designing a multi-channel
protocol. Any dynamic multichannel protocol must ensure that the transmitter and the
receiver are on the same channel before communicating. To achieve this, it either ensures
that they switch to a predetermined channel at a predetermined time or it uses a separate
control channel and interface to perform a channel negotiation. This either requires time
synchronization or an additional radio interface and channel. However, in Chapter 5 we
propose a new multi-channel MAC protocol that does not need synchronization nor a
dedicated control channel.

Another problem that may arise in a multi-channel protocol is a new form of the
hidden terminal problem. Assume that node A has its interface tuned to the channel i
and wants to send a data frame to node B on channel j. So, it at first switches the channel
from i to j. Since A has no prior information about the state of channel j (it has not
received the recent RTS/CTS frame on channel j), its NAV value is not up to date with
respect to the the new channel. Therefore, in case A transmits an RTS or a data frame
to B, its transmission may collide with an ongoing transmission from a third node C that
is hidden from A. This problem presents a new form of the well-known hidden terminal
problem that called multi-channel hidden terminal problem and was firstly studied by So
et al. [88].

A simple solution to this problem would be for A to wait for the longest frame
transmission time before attempting transmission after switching channel, but this is
clearly inefficient.

In the following subsections, we classify different dynamic multi-channel protocols and
we discuss the advantages as well as the drawbacks of each category. Our classification
is partially inspired from [70].

2.7.2 Receiver-Oriented Mechanisms

In receiver-oriented mechanisms, each node is assumed to have a single interface. Every
node also selects a well-known quiescent channel for itself. This is the channel the node
always listens to when idle. To transmit a data frame, a transmitter switches its interface
to the quiescent channel of the intended receiver and then transmits using a regular single
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channel MAC protocol such as 802.11 DCF. Following a successful transfer, the sender
switches its interface back to its quiescent channel.

The protocol assumes that the quiescent channel selection and distribution of this
information to the neighboring nodes are done via a separate mechanism. In other
words, it is no longer needed that a communicating pair of nodes negotiate a channel
beforehand.

One of the earliest work that uses dynamic channel switching was the Receiver-
Directed Transmission (RDT) protocol [86]. However, a straightforward use of RDT with
802.11 MAC results in several serious performance issues. This protocol does not handle
the multi-channel hidden terminal problem. Moreover, deafness arises when the intended
receiver is not on its quiescent channel, as the receiver could be in transmission on the
channel of a third node. Extended Receiver-Directed Transmission (xRDT) [67] alleviates
the performance problems of RDT using busy tones and further control messages. To
handle hidden station problem, it assumes that for each data channel c there is a different
busy tone bc. A receiver when receiving a data frame on channel c tunes its bc tone
that in turn forces the potential neighboring transmitters on channel c to defer their
transmissions. Although xRDT removes the multi-channel hidden station problem, it
does not remove deafness. When node A is not on its own channel, any transmission
attempt to A is failed and the contention window of the sender is doubled. However, to
alleviate deafness problem, a deaf node broadcasts a notification message when it returns
to its quiescent channel. This message will inform potential transmitters that the receiver
just came back to its own channel. Now, they can escape from their backoff (that has
been exponentially increased because of consecutive transmission failures) and start a
new contention process to transmit their data frames. Thus, this notification mechanism
does not prevent deafness from occurring, but only helps the potential transmitters to
escape from their long backoffs caused by the deafness problem.

2.7.3 Dedicated Control Radio

Each device implementing dedicated control radio has one radio dedicated to control
messages and the second one is used to exchange data frames between stations. All
control radios throughout the network are tuned to a common channel and the data
radio can be tuned to any other channel. On one hand, a common channel is assigned to
all control radios and it remains fixed. On the other hand, channel switching is frequently
performed for data radios. Thus, it is more exact to classify this kind of multi-channel
protocols as hybrid (static and dynamic).

In principle, before exchanging data frames, the sender negotiates the channel to
be used for the next transmission with the corresponding destination. The negotiation
mechanism is done on the control channel and then both source and destination tune
their data radio to the selected channel. The channel with the least utilization is usually
selected during the negotiation.

All devices can overhear all the agreements made by other devices, even during data
exchange. The efficiency of this system is limited only by the contention for the control
channel and the number of available data channels.
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Figure 2.28 illustrates the operations of Dedicated Control Radio. In the figure,
channel 0 is the control channel that is assigned to the control radio and channels 1, 2,
and 3 are for data transmission. When device A wants to send to device B, it transmits a
RTS frame on the control channel. That RTS specifies the lowest numbered free channel.
Upon receiving the RTS, B responds with a CTS frame on the control channel, confirming
the data channel suggested by A. The RTS and CTS frames also contain a NAV field, as
in 802.11, to inform other devices of the time during which the sender, the receiver, and
the chosen data channel are busy. Since all devices listen to the control channel all the
time, they can keep track of the busy status of other devices and channels, even during
data exchange. Devices avoid busy channels when selecting a data channel. Therefore
the multi-channel hidden terminal problem is highly alleviated if it is not completely
resolved. As the data channel is negotiated between a pair of nodes, the deafness problem
is completely resolved.
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Figure 2.28: Dedicated Control Radio

Examples of this approach include Dynamic Channel Allocation (DCA) [101] and
DCA with Power Control (DCA-PC) [64]. The major advantage of Dedicated Control
Channel is that it does not require time synchronization: rendezvous always happen on
the same channel. The main disadvantage of this protocol is that it requires a separate
dedicated control radio and a dedicated channel, thereby increasing cost and decreasing
spectral efficiency when few channels are available.

Dedicated Control Radio can be considered as a simple example of a multi-radio multi-
channel MAC protocol. Generally, in a multi-radio wireless network, a node may have
multiple radios each with its own MAC and physical layers. Communications on these
radios are totally independent. Thus, a virtual MAC protocol such as the multi-radio
unification protocol (MUP) [4] is required on top of MAC to coordinate communications
in all channels.

2.7.4 Common Channel Hopping

In this approach devices not exchanging data, hop through all channels synchronously.
A pair of devices stop hopping as soon as they make an agreement for transmission and
rejoin the common hopping pattern subsequently after transmission ends. The common
channel hopping protocol improves on dedicated control radio in two respects: i) it uses
all the channels for data exchange and ii) it requires only one transceiver per device.
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As shown in Figure 2.29, the hopping pattern cycles through channels 0, 1, 2, and
3. When device A wants to send to device B, it sends an RTS to B on the current
common channel. If B receives the RTS properly, then it returns a CTS on the same
channel. Devices A and B then pause hopping and remain on the same channel during
data transfer, whereas the other idle devices continue hopping. When they have finished,
they rejoin the common channel hopping sequence with all the other idle devices. It is
possible that the common channel hopping sequence wraps around and visits the channel
that A and B are using before they finish data exchange. Idle devices sense the carrier
and refrain from transmitting if it is busy.
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Figure 2.29: Common Channel Hopping

While A and B are exchanging data, they are unaware of the busy status of other
devices. Hence, it is possible that a sender sends an RTS to a device that is currently
busy on a different channel. In this case, the deafness problem may arise for the RTS
frames. For the same reason, multi-channel hidden terminal problem may also occur.
The approach also requires devices to have tight synchronization. Another issue with
this approach is that devices hop more frequently than other mechanisms. State-of-the-
art integrated circuit implementations of trimode 802.11a/b/g radios require only about
30 µs for its voltage-controlled oscillator (VCO) to settle [104], however no hardware
constraint justifies that this delay cannot be further reduced.

Examples of this design approach include Hop-Reservation Multiple Access (HRMA) [92],
Channel Hopping Multiple Access (CHMA) [94], and Channel Hopping multiple Access
with packet Trains (CHAT) [95].

2.7.5 Control-Data Phase

In this approach, time is divided into an alternating sequence of control and data exchange
phases as shown in Figure 2.30. During a control phase, all devices tune to the control
channel and attempt to make agreements for channels to be used during the following
data exchange phase. The control channel is common and so all devices in the vicinity of
each other overhear all the agreements made by other devices during the control phase.

In the second phase, devices tune to the agreed channel and start data transfer. The
protocol allows multiple pairs of devices to choose the same channel because each pair
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might not have enough data to use up the entire data phase. As a result, the different
pairs must either schedule themselves or contend during the data phase.

The advantage of this approach is that it requires only one radio per device. However,
it requires time synchronization among all devices, though the synchronization can be
looser than in common channel hopping, because devices hop less frequently. Examples
of this approach are Multichannel MAC (MMAC) [88] and Multichannel Access Proto-
col (MAP) [24]. Their main difference is that the duration of the data phase is fixed
in MMAC, whereas it is variable in MAP and depends on the agreements made during
the control phase. We describe MMAC protocol in more details, because we will com-
pare it with our contribution for the multi-channel MAC mechanism in Chapter 5. We
chose MMAC, because it is one of the most well-known multi-channel MAC protocols.
Furthermore, it solves the multi-channel hidden station as well as the deafness problems.
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Figure 2.30: Control-Data Phase Mechanism

MMAC

In MMAC, periodically transmitted beacons divide time into beacon intervals. A small
window called the ATIM (Announcement Traffic Indication Message) window is placed at
the start of each beacon interval1. Reservations are published through the ATIM window.
The nodes that have frames to transmit negotiate channels with the destination nodes
during this window. In the ATIM window, every node must listen to the default channel.
The default channel is one of the multiple channels, which is predefined so that every
node knows the default channel. During the ATIM window, all nodes listen on the default
channel and beacons as well as ATIM frames are transmitted on this channel. Note that
outside the ATIM window, the default channel is used for sending data similarly to other
channels.

The process of channel negotiation and data exchange in MMAC is illustrated in
Figure 2.31. During the ATIM window, A sends ATIM to B and B replies with ATIM-
ACK indicating to use channel 1. This ATIM-ACK is overheard by C. When D sends
ATIM to C, C selects channel 2 because channel 1 is already reserved by A and B. After

1The term ATIM is used as in IEEE 802.11 PSM (Power-Saving Mode) [44], although it is used for
a different purpose in MMAC.
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val, based on its PCL and A’s PCL. The selection procedure
used by B is described as follows.

1. If there is a HIGH state channel in B’s PCL, this chan-
nel is selected.

2. Else if there is a HIGH state channel in A’s PCL, this
channel is selected.

3. Else if there is a channel which is in the MID state
at both A and B, it is selected. If there are multiple
channels in this state, one is selected arbitrarily.

4. Else if there is a channel which is in the MID state
at only one side, A or B, it is selected. If there are
multiple of them, one is selected arbitrarily.

5. If all of the channels are in the LOW state, add the
counters of the sender’s PCL and the receiver’s PCL.
The channel with the least count is selected. Ties are
broken arbitrarily.

After selecting the channel, B sends an ATIM-ACK packet
to A, specifying the channel it has chosen. When A receives
the ATIM-ACK packet, A will see if it can also select the
channel specified in the ATIM-ACK packet. If it can, it will
send an ATIM-RES packet to B, with A’s selected channel
specified in the packet. If A cannot select the channel which
B has chosen, it does not send an ATIM-RES packet to B.

The process of channel negotiation and data exchange in
MMAC is illustrated in Figure 4. During the ATIM win-
dow, A sends ATIM to B and B replies with ATIM-ACK
indicating to use channel 1. This ATIM-ACK is overheard
by C, so channel 1 will be in LOW state in C’s PCL. When
D sends ATIM to C, C selects channel 2. After the ATIM
window, the two communications (between A and B, and C
and D) can take place simultaneously.
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Figure 4: Process of channel negotiation and data
exchange in MMAC.

6. PERFORMANCE EVALUATION

In this section we evaluate the performance of our pro-
tocol by simulation. We compare our scheme with IEEE
802.11, and the Dynamic Channel Assignment (DCA) pro-
tocol [8] (DCA was explained in section II). Recall that the

DCA protocol uses a separate channel for exchanging control
messages and uses other channels for data. This approach
is also taken by [9, 13]. We used two metrics to evaluate the
performance of our protocol.

1. Aggregate throughput over all flows in the network:
Our protocol is expected to increase the total through-
put of the network by exploiting multiple channels.
Thus, this metric will directly show how our proto-
col achieves this goal. Ideally, a multi-channel MAC
will improve the total throughput by a factor of N
over a single-channel MAC given that N data chan-
nels are available. This throughput can be achieved
if every node has N transceivers. However, with one
transceiver per node, the ideal throughput cannot be
achieved due to the overhead required for negotiating
channels and avoiding the hidden terminal problem.
As mentioned earlier, the goal of our protocol is to
achieve performance benefit from using multiple chan-
nels with one transceiver per node.

2. Average packet delay over all flows in the network:
Average packet delay is the duration between the time
when the Link layer of the sender receives a packet to
send, and the time the packet reaches the destination.
So the delay is the sum of delays for queueing, back-
off, channel negotiation and transmission delay. The
queue size at each node is 50 packets. We ignore lost
packets in the average delay metric.

6.1 Simulation Model

For simulations, we have used ns-2 [14] with CMU wireless
extensions [15]. Simulations are performed in two network
scenarios, wireless LAN and multi-hop networks. The bit
rate for each channel is 2Mbps. The transmission range of
each node is approximately 250m and the beacon interval
is set to 100ms. Each source node generates and transmits
constant-bit rate (CBR) traffic. Each simulation was per-
formed for a duration of 40 seconds. Each data point in the
result graphs is an average of 30 runs.

Unless otherwise specified, we assume 3 channels. Also
we assume packet size is 512 bytes, and ATIM windows are
20ms unless specified otherwise. The parameters we vary
are: number of nodes in the network, the packet arrival rate
of CBR traffic, ATIM window size, and number of channels.

6.1.1 Wireless LAN

In the simulated wireless LAN, all nodes are within each
other’s transmission range. So every source node can reach
its destination in a single hop. The number of nodes we
used are 6, 30, and 64. For each scenario, half of the nodes
are sources and the other half are destinations. So a source
has at most one destination. The impact of a source hav-
ing multiple destinations or a destination having multiple
sources is not studied in this scenario, but it is studied in
the multi-hop network scenario.

First, we examine the throughput and packet delay vary-
ing the network load. We use the packet arrival rate of CBR
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Figure 2.31: Process of channel negotiation and data exchange in MMAC [88].

the ATIM window, two communications (between A and B, and C and D) can take place
simultaneously.

Each node maintains a data structure called the Preferable Channel List (PCL) that
indicates which channel is preferable to use for the node. PCL records the usage of
channels inside the transmission range of the node.

If node S has buffered frames destined for D, it will notify D by sending an ATIM
frame. S includes its PCL in the ATIM frame. D, upon receiving the ATIM frame,
selects one channel based on the sender’s PCL and its own PCL. The receiver’s PCL has
higher priority in selecting the channel. After D selects a channel, it includes the channel
information in the ATIM-ACK frame and sends it to S. When S receives the ATIM-ACK
frame, it sees if it can also select the channel specified in the ATIM-ACK. S can select the
specified channel only except when S has already selected another channel. If S selects the
channel specified in the ATIM-ACK, S sends an ATIM-RES (ATIM-Reservation) frame
to D, with S’s selected channel specified in the frame. ATIM-RES frame notifies the
nodes in the vicinity of S which channel S is going to use, so that the neighboring nodes
can use this information to update their PCL. Similarly, ATIM-ACK frame notifies the
nodes in the vicinity of D. After the ATIM window, S and D will switch to the selected
channel and start communicating by exchanging RTS/CTS.

If S cannot select the same channel as D, because it has already selected another
channel, it cannot send frames to D during the beacon interval. It has to wait for the
next beacon interval to negotiate channels again. Another issue is that the method
requires node synchronization and it is difficult to find the optimal duration for the
rendezvous slot.

Chen et al. [23] further extended this method to allow for broadcast and multi-
cast transmissions and presented a channel allocation algorithm to maximize channel
utilization. Then, the same authors proposed a rendezvous negotiation by dynamically
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increasing the ATIM window [25]. Finally, Benveniste et al. [12] adopted a similar
method, but with burst reservation to reduce overhead.

2.7.6 Home Hopping - Parallel Rendezvous

These protocols differ from the dedicated control radio in that multiple device pairs can
simultaneously make agreements on distinct channels. The main motivation is to over-
come the single control channel bottleneck. However, since there are multiple rendezvous
channels, special coordination is required so that two devices can rendezvous on the same
channel. One solution is for each idle device to follow a home hopping sequence and for
the sending device to transmit on that channel to find the intended receiver. The term
home means that each device follows its own channel hopping sequence. An examples of
this approach is Slotted Seeded Channel Hopping (SSCH) [7].
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Figure 2.32: Two nodes communicate according to SSCH mechanism

In SSCH, each hopping sequence is uniquely determined by the seed of a pseudo-
random generator. Each device picks four sequences and follows them in a time-multiplexed
manner. When device A wants to talk to B, A waits until it is on the same channel as B.
If A frequently wants to talk to B, then A adopts one or more of B’s sequences, thereby
increasing the time they spend on the same channel. For this mechanism to work, the
sender learns the receiver’s current sequences via a seed broadcast mechanism.
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Figure 2.32 illustrates the main idea of channel scheduling in SSCH. Time is divided
into super-frames composed of slots. Each node switches to a new channel at the begin-
ning of a slot according to its hopping sequence. Channel is scheduled by the following
rule:

chnew ← (chold + seed) mod n, (2.4)

where ch represents the channel and n is the number of channels (3 for this example).
Each node iterates through all the channels switching to the channel designated by this
rule in each new slot. If B decides to transmit to A, it can wait until two nodes overlap
on the same channel (cf. Figure 2.32(a)). However, if B has a traffic flow for A, it has
to follow its hopping sequence by adjusting its (channel, seed) to that of A (cf. Figure
2.32(b)). In SSCH, nodes adapt their hopping sequences over time to the traffic, but are
not allowed to deviate from their hopping sequences.

To prevent deafness from occurring, SSCH needs that nodes are aware of each other’s
channel hopping schedules at the beginning of each time slots. Moreover, since a node
does not maintain prior information about other channels, multi-hidden terminal problem
may occur. Another issue is that SSCH is based on synchronization.

Schedules can be synchronized to improve throughput, but the performance of SSCH
is fairly low in the line topology, because neighbor nodes can only occasionally tune to
the common channel for packet forwarding.

2.8 Conclusion

Our thesis is placed at the MAC layer of 802.11 wireless networks. Thus, we briefly have
reviewed the IEEE 802.11 standard and its various amendments. We have discussed
the 802.11 DCF access method and its limitations in infrastructure-based as well as
in ad hoc wireless networks. These limitations lead to performance degradation in a
wireless network. Therefore, many research work has proposed solutions to improve the
performance of DCF. They mostly consider a single cell wireless network and try to
enhance MAC performance in terms of throughput and fairness.

We have also discussed the provision of quality of service in a wireless LAN. In this
regard, we have briefly reviewed the MAC mechanism proposed by the IEEE 802.11e
standard as well as some other related work.

We also discussed spatial problems such as hidden, exposed, blocked, and masked
that may arise in a multi-hop wireless network. These problems result in a drastic
degradation of performance. Moreover, in a wireless mesh network with a relatively
high volume of traffic the probability of interference between active flows also increases,
leading to still more degradation in such networks. In this regard, we explored the
possibility of using multiple non interfering channels to transmit interfering parallel flows
on different channels. We also classified already proposed multi-channel protocols in
wireless networks.
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Chapter 3
Providing Priority Access in 802.11
Wireless LANs

3.1 Introduction

For many multimedia communication applications, fair sharing of the radio channel is not
enough. To achieve a good level of perceived quality, multimedia traffic requires some QoS
(Quality of Service) support that guarantees parameters such as a minimal throughput, a
maximal delay, and a bounded jitter. Supporting QoS guarantees in wireless networks is
not easy, because air medium presents a complex and time-varying behavior: path loss,
signal fading and interference, time dispersion, which result in high throughput variability
and significant error rate. When channel conditions are good and communicating devices
are within a sufficient radio range, QoS characteristics mainly depend on the channel
access method. To deal with multimedia traffic, many authors have proposed various
priority access schemes to guarantee some QoS parameters [48, 78, 96, 76, 43].

As mentioned before, the IEEE 802.11e defines an extension to the standard 802.11
operation to provide channel access differentiation for several traffic classes through new
coordination functions [48]. HCF enhances PCF by allowing a centralized coordinator
to allocate TXOP periods at any time in a polling based way. Such an access method
can be implemented in an access point to operate in the infrastructure mode, however
it would be difficult to use it in the ad hoc mode, because of the need for centralized
coordination.

EDCA keeps the contention based operation of DCF, but extends it to give more
transmission opportunity to higher priority classes. The principle of EDCA is to set
different access parameters (interframe period, contention window, persistency factor,
TXOP duration) for different traffic classes. Even if EDCA provides a first valuable
support for QoS differentiation in 802.11 networks, it suffers from several performance
problems largely reported in the literature [76, 75, 43].
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Usually, we can achieve QoS differentiation in several ways. The first one is relative—
we can allocate different parts of the available throughput to several traffic classes. In
proportional throughput allocation, one class benefits from a greater throughput than
another one, the proportion of the throughputs being defined by a given ratio. Such
relative priorities are suitable for assigning relative weights to different types of traffic,
e.g. interactive sessions such as instant messaging or remote login with respect to Web
access or bulk data transfers. The advantage of relative priorities is that they do not
lead to the starvation of low traffic classes when high priority traffic becomes important.
However, applications that use relative priorities need to live with a possible degradation
of their QoS parameters when the traffic in a given class increases.

The second way of defining QoS differentiation is absolute—a high priority class
always benefits from the available throughput even if there is some low priority traffic.
Voice-over-IP, videoconferencing, or live video broadcast are examples of applications
that may require absolute priorities. In this approach, high priority traffic captures all
the available throughput so that the low priority class may starve. To guarantee some
QoS parameters, e.g. a minimum throughput, absolute priorities require some admission
control to limit the high priority traffic so that it does not exceed the available capacity.
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Figure 3.1: Aggregate throughput per class for 802.11e EDCA, 802.11b PHY/MAC
parameters.

EDCA suffers from several performance problems [76, 75, 43]. In particular, it does
not perform well when the number of competing stations increases, because the collision
rate also increases so that the total network throughput drops. Figure 3.1 presents
an example of such a bad performance—we can observe a significant decrease in the
aggregate throughput per class in a simulation of proportional differentiation with three
classes (minimum and maximum contention window are CW1 ∈ [16, 48] for class 1,
CW2 ∈ [31, 93] for class 2, and CW3 ∈ [61, 183] for class 3).
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One may think that 802.11e EDCA can provide an absolute differentiation in addition
to the relative one. However, it is not the case: assigning a short AIFS to the absolute
priority class and a long AIFS to the lower priority one does not result in absolute
differentiation, because AIFS is followed by the contention backoff that still gives the
lower priority class some transmission opportunity. Using short AIFS may only work, if
the absolute priority class benefits from a very small CWmin, but in this case, collision
rate increases significantly for a larger number of absolute priority stations, which leads
to a sharp drop in the aggregated throughput.

In this chapter, we propose a novel access method that supports both relative propor-
tional throughput allocation and absolute priorities in 802.11 wireless networks. It has
all desirable properties: high aggregate throughput even for a large number of contending
stations, fair allocation to all stations in the same class, fast adaptation to changing con-
ditions, and support for absolute priorities in addition to relative proportional allocation.
We build upon the idea of the Idle Sense method that provides the optimal throughput
and fairness for 802.11 WLANs [40]. We recall that in Idle Sense, each station adjusts
its contention window based on the observed average number of idle slots. The value of
contention windows increases with the number of active stations, which results in less col-
lisions. The original version of Idle Sense provides fair sharing of the radio channel with
better fairness compared to 802.11 DCF. The method proposed in this chapter achieves
absolute priority differentiation by setting the target value for the number of idle slots
to a small value, so that the absolute priority class gains all the available throughput.
The proposed method also supports relative proportional throughput allocation in which
several classes share the available throughput according to desired ratios. We define how
stations need to adjust their contention windows to achieve relative differentiation. We
keep the definition of traffic classes compatible with the IEEE 802.11e standard.

We validate our method with ns-2 simulations that show how the proposed method
achieves its objectives of relative and absolute differentiation both with respect to the
aggregated throughput and the speed of convergence. Unlike 802.11e EDCA, it presents
very good scalability—the throughput remains almost constant in function of the number
of contending stations.

The remainder of this chapter is organized as follows. We present our method that
supports proportional throughput allocation and absolute priorities in Sections 3.2 and
3.3. Section 3.4 shows simulation results and comparisons with 802.11e EDCA. Finally,
Section 3.5 concludes the chapter.

3.2 Proportional Throughput Allocation

In our proposed method, each station manages one class with an absolute priority (de-
noted by index 0) and M lower priority classes (with an index from 1 to M) that benefit
from relative proportional throughput allocation. Proportionally means that throughput
shares follow some predefined ratios. In this section, we focus on proportional allocation,
so we assume at the beginning that there is no traffic with absolute priority.
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Our first goal is thus to proportionally allocate throughput to different classes. The
mechanism needs to achieve this goal even in the presence of a large number of contending
stations. The good properties of Idle Sense [40] suggest that by building on its principles
and defining a differentiation method, we can benefit from its optimal behavior for a
large range of contending stations. The idea for the differentiation method comes from
the relation between the channel access probability and the contention window: if class
i wants to obtain for example a double throughput of class j, it needs to benefit from
channel access probability, which is double compared to the probability of class j. This
condition translates into a relation between contention windows: CW of class i should
be a half of CW for class j. Unlike 802.11e, all traffic classes in our method use the same
inter-frame space (DIFS) before choosing a backoff from the contention window.

To derive the contention windows leading to proportional allocation, we consider that
each station uses the Idle Sense access method to adjust CWref , the reference contention
window. CWref corresponds to the fair throughput share each station obtains when
there is no absolute priority traffic. Every maxtrans transmissions, the Idle Sense access
method adjusts CWref to the predefined target value ntarget

i as in the original Idle Sense
method. The value of CWref varies in function of the number of active stations so that
they obtain their fair shares of throughput. This part of throughput per station is then
distributed over M traffic classes according to desired ratios: class i, resp. class j, uses
contention window CWi, resp. CWj to obtain throughput Xi, resp. Xj , so that

Xi

ri
=

Xj

rj
, (3.1)

where ri and rj are the throughput ratios of traffic classes i and j, 0 ≤ ri, rj < 1 for
i ∈ {1, ...M} and j ∈ {2, ...M}. We assume r1 = 1 for the highest relative priority class.

We show below how to compute CWj to obtain the required allocation defined by
Eq. 3.1. If all contending entities send frames of the same size, Eq. 3.1 translates into
the following relation between the probabilities of a successful transmission Pe of class i
and j:

P i
t

ri
=

P j
t

rj
. (3.2)

A transmission of class i succeeds, if a station attempts to transmit with probability P i
e

and no collision occurs, which is the case if no other station attempts to transmit in the
same slot. Thus, we have:

P i
t = P i

e
1

1− P i
e

M∏

k=1

(1− P k
e )Nk ,

where Nk is the number of stations in class k and
∏M

k=1(1−P k
e )Nk is the probability that

a slot is idle. Thus, from Eq. 3.2, we obtain:

P i
e

ri

1
1− P i

e
=

P j
e

rj

1
1− P j

e
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Typically, the slot time is as small as possible and transmissions are rare to avoid colli-
sions, so that ∀i, P i

e ) 1 and thus:

P i
e

ri
≈ P j

e

rj
. (3.3)

When stations do not perform exponential backoff mechanism after collisions, the trans-
mission attempt probability is as follows according to the Bianchi model [13]:

Pe =
2

CW + 1
. (3.4)

The reference contention window CWref corresponds thus to the aggregate transmis-
sion attempt probability of multiple traffic classes in one station P ref

e that we want to
distribute over M classes:

M∑

i=1

P i
e = P ref

e (3.5)

This yields the following expression for P 1
e :

P 1
e =

P ref
e∑M

i=1 ri

(3.6)

and we obtain:

P j
e =

rjP ref
e∑M

i=1 ri

. (3.7)

Knowing P j
e we can derive CWj to achieve the allocation defined by Eq. 3.1:

CWj =
∑M

i=1 ri

rj
(CWref + 1)− 1. (3.8)

The proposed access method updates the values of CWj when it computes the new
value of CWref . Algorithm 1 in the next section specifies more formally the proposed
method after the discussion of the absolute priority part.

Note that in addition to providing relative differentiation between several traffic
classes, the proposed method can provide good fairness to the traffic in the same priority
class: stations just behave as in the original Idle Sense method with contention values
CWj converging to the same target value thus inheriting the good fairness property of
Idle Sense.
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3. Providing Priority Access in 802.11 Wireless LANs

3.3 Absolute Priority Access

Besides proportional throughput allocation, we want to provide absolute priority access
that enables a high priority class to always benefit from the available throughput even
if there is some low priority traffic. In other words, we want that as long as there are
packets to send in the class with the absolute priority, low priority traffic is suspended.
Moreover, traffic of absolute priority coming from different stations benefits from fair
allocation of the channel capacity. If there is no traffic with the absolute priority, M
lower priority classes share the available throughput proportionally.

Our idea is to exploit another possibility offered by the Idle Sense access method: as-
sign a small value of ntarget

i to the absolute priority class. Thus, to offer both proportional
throughput allocation and absolute priorities, we define two target values:

• ntarget
i = na

i for the absolute priority traffic class,

• ntarget
i = np

i , n
p
i < na

i for all classes that benefit from proportional throughput
allocation.

The superscripts a and p refer here to the absolute and proportional priority access,
respectively. If na

i is smaller than np
i , the contention window of the absolute priority

traffic converges to a much smaller value than the contention window of low priority
classes. At the same time, the adaptation mechanism of Idle Sense adjusts the small
contention window of the absolute priority traffic so that all stations with this priority
class benefit from a fair share of the available throughput.

There is still one issue left: how to choose a suitable target value of na
i and np

i ?
Proportional throughput allocation needs to obtain the whole available capacity in the
absence of the absolute traffic. So the target of proportional priorities np

i should be the
target of the basic version of Idle Sense, that is 5.68 for IEEE 802.11b and 3.91 for IEEE
802.11g. For the absolute priority class, we need to choose a smaller target value, but
not too small, because of an increasing collision rate.

To choose the right value of na
i , we analyze the conditional probability P [coll|†transmission]

that a transmission attempt results in a collision, which corresponds to the collision prob-
ability. This analysis is fairly general and holds for any variant of IEEE 802.11. Recall
that for a large number of stations N , the network attains the optimal throughput when
the transmission attempt probability in a given slot Pe is such that NPe = ζ, where ζ is
a constant [40]. Furthermore, we have ζ = log( 1

ni
+ 1); Pt = NPe(1 − Pe)N−1 ≈ ζe−ζ ;

Pi = (1 − Pe)N ≈ e−ζ ; Pc = 1 − Pt − Pi ≈ 1 − (ζ − 1)e−ζ [40]. Finally, the collision
probability is the following:

P [coll|†transmission] =
Pc

Pc + Pt
≈ 1− ni log(

1
ni

+ 1) (3.9)

Figure 3.2 presents the collision probability in function of the target number of idle slots.
We can observe that it steeply increases for low values of ni. We have observed in our
simulations that the choice of na

i = 3 for 802.11b leads to a high network throughput,
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Figure 3.2: Conditional collision probability as a function of the target number of idle
slots.

while the collision probability is still low as it can be seen in Figure 3.2. For 802.11g, our
simulations show that the best choice is na

i = 2.3.
Algorithm 1 formally specifies our access method that provides both proportional

throughput allocation and absolute priority access. The adaptation mechanism adjusts
the contention window of absolute priority class CW a to the target value na

i and the
reference contention window CW ref to np

i . The effect of this control is a fast increase
of the contention window for lower priority classes when the absolute traffic appears.
Conversely, the contention window needs to decrease fast when the absolute traffic dis-
appears. To obtain the fast decrease, we need to limit the upper bound CWmax of lower
priority classes. This limitation is not presented in the pseudo-code of the algorithm for
the sake of conciseness. Notice also that the adaptation of contention window (lines A
and B) follows the AIMD mechanism described in section 2.4.4.

Similarly to proportional allocation, our method for absolute differentiation also can
provide good fairness when several stations generate traffic with absolute priority. This
results from the properties of the Idle Sense method—the station adjust their contention
windows CW0 to the same target value so that their long-term average converge to the
same value, which results in almost the same throughput.

In this thesis we focus on providing a single absolute priority class, although the
method can be extended to accommodate several absolute priority levels using smaller
and smaller na

i target values. Nevertheless, this may lead to an increasing collision rate
and needs further investigation.
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Algorithm 1 Priority Idle Sense
maxtrans← 5 ; sum← 0 ; ntrans← 0
sumratio← r1 + ... + rM

After each transmission {
/* Station observes ni idle slots before a transmission */
sum← sum + ni

ntrans← ntrans + 1
if (ntrans >= maxtrans) then

/* Compute the estimator */
n̂i ← sum/ntrans
/* Reset variables */
sum← 0
ntrans← 0
A. Adjust CW 0 to na

i with respect to n̂i

B. Adjust CW ref to np
i with respect to n̂i

/* Update contention window of low priority classes */
for j = 1 to M do

CWj ← sumratio
rj

(CWref + 1)− 1
end for

end if
}

3.4 Performance Evaluation

In this section, we evaluate our access method by means of simulation. We have imple-
mented it in the NS2 network simulator version 2.29 [73] and compare to the 802.11e
EDCA implementation by Wiethoelter et al. [99]. We report on comparisons with
802.11e, because we have designed our method to be its enhancement. We do not com-
pare with MCC, because it places its functionality above the standard 802.11e MAC
layer and its reported performance is not on a par in terms of convergence speed [43].

Our numerical examples use the MAC and PHY parameters of IEEE 802.11b. We
assume ideal channel conditions, i.e. frame losses are only due to collisions. We analyze
saturated conditions in which an active station has always a data frame of 1500 bytes to
send. We set the transmission and carrier sensing ranges to 160 m and 400 m, respectively.
We place stations randomly in a rectangle of 100 m by 100 m so they are all in the
transmission range. To evaluate the performance only at the MAC layer, we use a static
routing agent without any other traffic sources such as ARP. We present simulation
results without the RTS/CTS exchange. Each simulation runs for 30 seconds during
which approximately 15000 frames are transmitted.

We use several performance metrics to evaluate our method: aggregate throughput,
per class throughput and collision rate.
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3.4.1 Proportional Throughput Allocation

In this section, we evaluate our method with respect to proportional throughput alloca-
tion in several scenarios. To only focus on the properties of the relative priority scheme,
we assume that there is no traffic with absolute priority.

One Active Class in Half of the Stations

In this scenario, we consider two traffic classes and set the desired throughput ratios to
r1 = 1, r2 = 0.5. Only one class is active in a given station: a half of the stations generate
traffic of class 1 while the other half sends class 2 traffic. To obtain this allocation, we
set the following parameters of 802.11e: CW1 ∈ [16, 48] for class 1, CW2 ∈ [31, 93] for
class 2.

 0

 1000

 2000

 3000

 4000

 5000

 6000

 0  5  10  15  20  25  30  35  40  45  50

Th
ro

ug
hp

ut
 [k

bp
s]

Number of stations

class 1 Priority IS
class 1 802.11e

class 2 Priority IS
class 2 802.11e

Figure 3.3: Aggregate throughput per class vs. number of stations, proportional through-
put allocation. Half of stations generate class 1 traffic while the other half send class 2
traffic.

We can expect that the aggregate throughput of stations with class 2 traffic being
a half of the class 1 throughput, because of the chosen throughput ratios and the equal
number of sources in each class. We can see in Figure 3.3 that this is effectively the case.
Moreover, we can observe that the aggregate throughput does not depend on the number
of contending stations, which is the sign of good efficiency. 802.11e presents an opposite
behavior—the aggregate throughput decreases.

Three Active Classes per Station

In this scenario, all stations generate traffic of three classes: 1, 2, and 3. We set the
desired throughput ratios for different traffic classes in a station to r1 = 1, r2 = 0.5, and
r3 = 0.25, so that the aggregate throughput of class 2 should be a half of what obtains
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Figure 3.4: Aggregate throughput vs. number of stations. Proportional throughput
allocation to stations with three active classes.
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Figure 3.5: Aggregate throughput per class vs. number of stations. Proportional
throughput allocation to stations with three active classes.
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class 1, while class 3 traffic needs to obtain one quarter of the class 1 throughput. Fig-
ures 3.4 and 3.5 show simulation comparisons with 802.11e in this scenario. To achieve
proportional throughput allocation in 802.11e, we set the appropriate values of the mini-
mum and maximum contention window for different access categories: CW1 ∈ [16, 48] for
class 1, CW2 ∈ [31, 93] for class 2, and CW3 ∈ [61, 183] for class 3 to obtain throughput
allocation in the proportions defined for our method.
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Figure 3.6: Collision rate vs. number of stations. Proportional throughput allocation to
stations with three active classes.

Figure 3.4 shows that our method provides consistently high aggregated throughput
independently of their number. For 802.11e EDCA, the aggregated throughput quickly
drops with the number of competing stations. We can also see in Figure 3.5 that for
our method, the ratio of class 2 throughput to class 1 is 1/2 regardless of the number of
active stations, which is our objective. The EDCA access method of 802.11e keeps the
ratios right, but fails to achieve high aggregated throughput for an increasing number of
stations. We can also see that the collision rate for 802.11e significantly increases with
the number of stations (cf. Figure 3.6), which explains the degradation in aggregated
throughput.

We recall that our mechanism is based on Idle Sense access method, so it provides
good fairness for traffic of the same priority. In other words flows in the same priority
level in different stations have the same chance to gain access to the medium.

Figure 3.7 shows how the average contention window changes when the number of
active stations increases. For the proposed mechanism, we just show the reference con-
tention window CWref in the figure, because the contention window for each class is a
linear function of CWref . We also present the average contention windows for all three
802.11e classes. We can observe that CWref adapts fairly well to the number of com-
peting stations. The average contention windows in 802.11e do not increase sufficiently,
which results in an increased collision rate shown in Figure 3.6.
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Figure 3.7: Contention window vs. number of stations. Proportional throughput alloca-
tion to stations with three active classes.

Another well known aspect of EDCA is its rather poor short-term fairness. Figure 3.8
presents the Jain fairness index [52]. We use the sliding window method that observes
the patterns of transmissions to compute the Jain index in a window of an increasing
size. The smaller the window, the index represents the shorter term fairness with the
perfect fairness being 1 (we normalized the window size with respect to the number of
stations so that the window sizes are multiples of N).

3.4.2 Absolute Priority Access

To evaluate our support for absolute priority access, we use a simulation set up of 10
active stations each with two classes: one with an absolute high priority and the other
with a lower priority. We are not only interested in observing the desired property
of absolute traffic differentiation, but we also want to assess the speed of convergence
of our proposed method. Thus, instead of only observing the stationary throughput
obtained by the respective priority classes, we consider a dynamically varying workload:
10 stations generate low priority traffic all of the time; one station with absolute priority
class joins the network every 10 seconds beginning at instant 30 s and starts sending
absolute priority traffic. Figure 3.9 shows the evolution of the aggregate throughput in
time. We can observe that even if there is only one active station with absolute priority
traffic, it obtains almost 90% of the channel throughput (5.1 Mbps) while all ten low
priority classes share the remaining 10% of the throughput. When the second absolute
class starts generating traffic, the low priority class becomes almost starved with very low
throughput. At instant 130, the absolute priority traffic stops, so that the lower priority
class quickly regains the full capacity of the network.
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Figure 3.8: Jain fairness index for 10 stations, each station sending traffic of all 3 classes
(we only show the Jain index for the highest priority traffic, because it is almost the same
for other classes).
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Figure 3.9: Evolution of the aggregate throughput per class in time. 10 stations generate
low priority traffic all of the time while one station joins the network every 10 seconds
and starts sending absolute priority traffic.
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Figure 3.10: Evolution of the aggregate throughput per class in time for 802.11e EDCA.
The simulation scenario as in Figure 3.9.

Figure 3.10 shows the results of the same simulation for the 802.11e EDCA. We
can see that the absolute priority class obtains much lower throughput compared to our
method.
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Figure 3.11: Evolution of the contention window for the absolute and low priority classes
in time.

Figure 3.11 shows the evolution of the contention window for the absolute and relative
low priority classes at a chosen station. We can see that when the station starts to send
absolute priority traffic, the contention window of the relative class sharply increases up
to the limit of 1024, so that it cannot compete with the absolute priority class. Note
also that the contention window of the absolute priority class increases to adapt to an
increasing number of contending absolute priority stations. Figure 3.12 presents a zoom
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Figure 3.12: Evolution of the contention window for the absolute class in time.

into the behavior of the contention window for the absolute priority class to show its
increase in function of the number of contending stations in this class.
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Figure 3.13: Zoom into the behavior of the low priority class at instant 130.

An important feature of our method is its rapid convergence. Figure 3.13 shows how
quickly the contention window of the low priority class converges after the end of the
absolute priority traffic: it takes roughly 300 ms to adjust to the appropriate value.

Finally, we have analyzed the collision rate when stations use our access method
offering absolute priority (cf. Figure 3.14). It increases a little bit, because the target
number of idle slots (na

i = 3) is smaller than the corresponding value used in Idle Sense
(5.68). Nevertheless, it always increases very slowly with the number of active stations,
which results in a very good aggregated throughput per class (cf. Figure 3.9).
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Figure 3.14: Collision rate vs. number of stations for different values of the target number
of idle slots ntarget

i .

By selecting different target values for absolute and proportional priorities, there is
no need for using different AIFS as in 802.11e, because as our simulation results have
shown, it is possible to proportionally allocate throughput as well as to provide absolute
priority access only by adjusting contention windows. In particular, it is not necessary
to use a larger AIFS for the low priority classes, because it leads to a lower channel
utilization in the absence of absolute priority traffic.

Note that we have set the frame size of the absolute priority traffic to a large value
of 1500 bytes to exhibit its contention with low priority traffic. For short frame traffic
such as VoIP, we can observe a similar behavior with the absolute priority traffic gaining
most of the channel capacity, but with a lower throughput due to an increased overhead.
For proportional throughput allocation, we can adapt the expressions in Section 3.2 to
take the difference in frame sizes into account.

3.5 Conclusion

In this chapter, we have proposed an access method that supports both relative pro-
portional throughput allocation and absolute priorities in 802.11 wireless networks. It
builds on the idea of the Idle Sense method that provides the optimal throughput and
fairness for contending stations: each station adjusts its contention window based on
the observed mean number of idle slots. We achieve absolute priority differentiation by
setting the target value of the number of idle slots to a small value. In this way, the
contention window of the absolute priority class becomes small too so that it gains more
throughput compared to the low priority class. In relative proportional allocation, the
low priority classes use the target value of the number of idle slots defined in Idle Sense
and share the available throughput according to desired ratios.
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3.5 Conclusion

Our simulations show that the proposed method achieves its objectives of relative and
absolute differentiation both with respect to the aggregated throughput and the speed
of convergence. Unlike 802.11e EDCA, it presents very good scalability—the through-
put remains almost constant in function of the number of contending stations. As our
mechanism is based on Idle Sense access method, it provides good fairness for traffic of
the same priority.
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Chapter 4
Handling Blocked Stations in Ad-hoc
Networks

4.1 Introduction

In this chapter we consider the IEEE 802.11 [44] wireless networks in the ad hoc mode.
When stations with omnidirectional antennas use the mandatory DCF access method to
the radio channel, several performance problems may arise due to spatial positions of
stations. We have already discussed some well-known spatial problems in chapter 2 such
as hidden, exposed, blocked, and masked station problems.

F

E
G

HB

A

D

C

Transmission Range

Within sensing range

B

A

F

E

D

C

Transmission range

Within sensing range

Figure 4.1: Three parallel pairs.

We focus on an exacerbated problem of exposed stations that we class into the cate-
gory of blocked stations. In this problem, three pairs of stations communicate in parallel
(pairs are within the transmission range): A → B, C → D, E → F (cf. Figure 4.1).
Immediate neighbors like A and C are within the carrier sensing range of each other, but
not in the transmission range and therefore they cannot directly communicate. If send-
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ing stations are greedy (they always have a frame to send), the external pairs gain much
higher throughput than the internal pair C,D, which obtains almost null throughput.
Such a spatial configuration of stations under 802.11 DCF leads thus to the starvation
of the internal pair [32, 22, 21, 20]. The problem of blocked stations considered in this
chapter is a fairly recent one. Dhoutaut identified and studied the configuration of three
parallel pairs in his PhD thesis [32]. He has shown that the spatial configuration leads to
long-term unfairness between stations and to the starvation of the internal pair. Further
analysis and solutions have followed [21, 20, 22, 19].
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Figure 4.2: Starvation of emitters in the configuration of three parallel pairs

The performance problem comes from the fact that C contends with two independent
senders A and E, while A and E only need to compete with one sender C. Moreover, any
successful transmission of an external sender forces C to wait during the EIFS interval
because the corresponding packet cannot be decoded by C and so it is seen as the noise.
In this way, the external senders monopolize the channel and C sees a permanently busy
channel. We can observe this effect in Figure 4.2(a) (to simplify, we only show contention
backoffs and transmissions, data and ACK frames included). When stations A and E
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send their frames, the channel observed by station C is almost always busy, so C cannot
transmit. If we want to give more throughput to blocked station C, the total throughput
will decrease anyway, because during the time it sends a frame, the external stations
may send two frames in parallel. Figure 4.2(b) shows a scenario in which C transmits
several frames consecutively. In fact, if ever C gains access to the channel and transmits
its first packet successfully, it will defer for DIFS before the next transmission while the
external emitters A and E have to wait for EIFS. This means that, in this scenario, C
has more chance to transmit the next packet compared with A and E. Note that any
transmission from C is considered by both external senders as noise because they cannot
decode it. These two scenarios show the asymmetrical behavior of DCF for three pair
configuration.

With the development of wireless mesh networks, performance problems due to spatial
positions of nodes become increasingly important. Mesh networks aim at covering large
areas with a high capacity communication infrastructure to convey user traffic between
access points providing service to mobile nodes and gateways to the wired Internet. To
meet their objectives, they need to exploit multiple parallel paths and efficiently use
the available capacity of the wireless medium. The topology of a wireless mesh network
usually depends on available places for suitable deployment and may vary from some
regular structures such as grids to more irregular graphs, but the existence of dense
topologies with multiple parallel paths leads to the performance problems due to spatial
positions of nodes [106, 69] that we try to address in this chapter.

In particular, we look for a solution to the problem of blocked stations that closely
sticks to the standard 802.11 DCF access method, so that required modifications are
minor. We propose a simple and efficient method called Forced Transmissions. It consists
of detecting that a station is blocked by other stations and forcing a transmission. This
results in a collision that increases the contention windows of blocking stations and leaves
some channel time to the blocked station for transmitting. The blocked station forces a
transmission according to some probability adjusted in function of the time spent waiting
for the channel. The price for fixing the fairness problem is an increased number of
collisions and a slightly lower overall throughput—we observe that our method increases
the minimal throughput of the blocked station at the expense of the average and the
total throughput of all stations. Unlike other solutions, our method gives the control of
channel access to the blocked station whereas in other approaches, it is up to the blocking
stations to decide when to yield the channel to the blocked station.

Our method also improves performance in a similar configuration with four pairs
shown in Figure 4.3. In this asymmetric configuration, it is more difficult for the previ-
ously proposed solutions [19, 84] to sufficiently improve the throughput of the blocked
station. Any proposal that tries to solve the problem of blocked stations needs to test
this configuration and show that it provides sufficient throughput to the blocked station.

This chapter is organized as follows: we start with the discussion of two related
works in the next section, which both are based on the principle of occasionally giving
to a blocked station an opportunity to access the channel. We describe our proposal
in Section 4.3. In Section 4.5, we will report on simulation experiments to compare our
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Figure 4.3: Four parallel pairs: stations E, F, G, and H are in transmission range of each
other

method with DCF and PNAV, a previously proposed solution. The last section concludes
the chapter and presents some future work.

4.2 Granting Transmission Opportunity

Chaudet et al. have proposed the first solution to this problem called Probabilistic NAV
or PNAV [19]. It is based on the principle of occasionally giving to a blocked station an
opportunity to access the channel. With an adjustable probability pnav, a station sets a
NAV of duration δ after a transmission to allow other stations to access the channel. pnav,
the probability of yielding the channel depends on its utilization by stations. The method
solves the problem of three pairs, but in a more general situation of the asymmetric four
parallel pairs shown in Figure 4.3, it does not provide a satisfactory solution. In this
configuration, the internal pair C → D is almost always starved by the external senders,
because E and G are unlikely to set the NAV at the same instant, so that A, E, or G
may still monopolize the channel. Figure 4.4 shows the behavior of PNAV in three and
four parallel pair configurations.

MADMAC proposes to address the spatial unfairness problem while maximizing
global throughput [84]. The main idea is that an active station periodically senses the
channel and when the channel is busy, it reduces its MAC throughput by introducing a
waiting time before each frame to send. To cope with the problem of blocked stations
in the configuration of three parallel pairs, it introduces the following adaptation: after
x consecutive successful transmissions, the contention window for the (x + 1)th frame
is set to 2CWmin (x being a parameter of the protocol), to 4CWmin for the (2x + 1)th
transmission, and so on. According to this mechanism, a blocking station increases its
contention window in order to give the opportunity to blocked stations to transmit their
data frames. Similarly to PNAV, the proposed method solves the problem of the three
pairs, but does not provide a satisfactory solution for the asymmetric configuration in
Figure 4.3 for similar reasons.
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4.3 Forced Transmissions

We propose Forced Transmissions, a simple and efficient solution to the problem of
blocked stations. When a station detects that it is blocked by others stations, it forces a
transmission and causes a collision. This is an operation violating the principal rule of
CSMA/CA stating that a station cannot transmit when there is an ongoing transmission
on the channel. We are aware of this violation, however our simulations show that it
results in an improved fairness of stations, i.e. the blocked station gains some channel
access and blocking stations slightly lower their throughput.
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Figure 4.5: Transmission forced by blocked station C.

The Forced Transmissions mechanism is simple—the blocked station monitors during
a period of Tp whether the channel is monopolized by other stations or not. If so, it trans-
mits during the current transmission of a blocking station with an adjustable probability
psend. The ongoing transmission will be thus corrupted and perceived by other stations
as a collision. Figure 4.5 presents a timeline of events that occur when blocked station C
forces a transmission (to simplify we do not show the DIFS intervals). As long as node C
is transmitting its packet, nodes E and A cannot access the channel. When node C termi-
nates its data transmission, they will wait for an ACK during interval ACK_TIMEOUT.
Then, the next backoff will start after ACK_TIMEOUT + DIFS = EIFS—as nodes E
and A cannot interpret the data frame sent by C, they should wait for the EIFS interval
rather than DIFS before the next backoff.

Two cases may then arise: first, the blocked station transmits during the data frame
of a blocking station. Thus, all receiving stations enforce the EIFS interval (364µs for
802.11b) after the end of the transmission as presented in Figure 4.5. Second, if the
blocked station transmits during the ACK frame, the transmitting blocking station defers
during the interval equal to the ACK_TIMEOUT set to EIFS - DIFS. In both cases,
all stations will synchronize after these long intervals and then they will contend for the
channel. As blocking stations double their contention windows after the collision while
in our method the blocked station uses CWmin for the next transmission, it has a greater
probability of gaining access to the channel.
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Figure 4.6: Transmissions after a forced collision.

Figure 4.6 presents what may happen next. After having successfully sent its first
frame, the blocked station is likely to capture the channel for the next transmissions: as
the blocking stations are too far away from the blocked station to interpret its trans-
mission, they will differ access by enforcing the EIFS intervals while the blocked station
only waits for the DIFS interval and the backoff chosen from the contention window of
CWmin. This may even happen several times until the blocked station chooses a backoff
longer than the sum of the EIFS interval and the backoff of the external stations (cf.
Figure 4.6).

Note that as long as central sender is transmitting, the exterior senders are blocked as
well. In this case the overall throughput of the network is lower than when two exterior
senders transmit. The number of successive transmission for the central sender can be
limited in order to guarantee the short-term fairness within the network.

To maintain an acceptable collision rate, a blocked station uses a probabilistic mecha-
nism to decide on the transmission that generates a collision: it transmits with probability
psend that depends on the interval during which the station has been blocked. To up-
date psend, a station periodically verifies if it is blocked or not. If it is blocked, psend is
increased by pstep, otherwise it is decreased by pstep. Algorithm 2 illustrates our MAC
mechanism to deal with the blocked stations.

The last detail of the proposed method is to define how a station detects whether
it is blocked or not. One way is to observe the channel during a sufficiently long time
to see if a station contends with at least two other stations. If during the interval of
the transmission time plus DIFS, the idle time is less than DIFS, this means that the
station is blocked. The Idle Sense access method [40] is particularly well adapted to
detect such situations. If the contention window of a station does not oscillate around
a value that depends on the network load, but rather it raises indefinitely, this means
that the station is blocked. In our simulations, we use the first mechanism that tracks
busy periods longer than the one corresponding to the transmission of the Maximum
Transmission Unit (MTU) plus DIFS.
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Algorithm 2 Forced Transmission

Tp ← DIFS + TMTU

During each Tp {
Tidle ← the channel idle time during Tp

if (Tidle < DIFS) then
/* The station was blocked during Tp*/
psend ← psend + pstep

else
/* The station was not blocked during Tp*/
psend ← psend − pstep

end if
/* Forced transmission is probabilistic.*/
if (random(0, 1) < psend) then

forced_transmit(pkt)
end if
}

Compared to other solutions such as PNAV, the advantage of our method is that the
decision of reacting to bad spatial conditions is left to the blocked station. A station may
use PNAV in two ways. Either it occasionally defers access for a NAV independently of
the spatial situation of its neighbors or it uses DCF by default and switches to PNAV
if there is a blocked station nearby. In the first way, the performance of the station is
degraded even if there are no blocked stations in the neighborhood. The second way
requires a signaling protocol through which the station learns that it is blocking another
one and starts using PNAV. As the blocked station can hardly access the channel for
communication, such signaling may even be impossible. When using Forced Transmis-
sions, a station detects that it is blocked and reacts to gain the channel independently of
what other stations do. If there are no blocked stations, there is no performance penalty.

4.4 Performance Analysis of Forced Transmissions

In this section, we analyze our mechanism and derive the throughput of the blocked
station in the configuration of three parallel pairs. We assume that the station in the
middle is always blocked by the external stations. We also assume that simultaneous
transmissions from two neighbor pairs never succeed, so that the collision is symmetrical.

To analyze our mechanism, we model the behavior of the blocked station C with
the Markov chain shown in Figure 4.7. The station checks each Tp whether the channel
is monopolized by other stations or not. So, at the end of each period Tp, the station
increases psend by pstep and waits for another period of Tp (W transition) or sends a frame
(S transition) to generate a collision. To simplify the model, we reset psend after the S
transition, whereas in simulations presented in the next section, it is decreased by pstep.
We consider data frames of a fixed size.
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Figure 4.7: Markov chain model for the forced transmission mechanism.

We can find Tavg, the average waiting time of the blocked station before a forced
transmission as:

Tavg = Tp + (1− pstep)
[
Tp+

+(1− 2pstep)[...[Tp + pstepTp]..]
]
.

(4.1)

Thus, its throughput is the following:

X = pwinNcSd
T

T = Tavg + Tcol + Ttimeout+
+pwinNc(T̄bkoff + DIFS + Tt),

(4.2)

where Nc is the average number of transmissions done by the blocked station after a
collision, Sd is the size of a data frame, Tcol is the duration of a collision, Ttimeout is the
time interval between the end of the data frame transmission and the end of the ACK
frame, pwin is the probability that the blocked station access the channel just after the
collision (it is the probability that its backoff is shorter than the backoffs of the external
stations taken from the contention windows of 2CWmin), Tt is the transmission time of
a data frame (ACK included):

Tt = Td + ∆ + SIFS + ∆ + Tack, (4.3)

∆ being the maximum propagation delay and Td the transmission time of a data
frame. If we assume that the contention window of the blocked station is the half of CW
for external stations, pwin is equal to 9

16 .
Figure 4.8 presents the throughput of the blocked station in function of pstep and

Nc, the average number of consecutive transmissions after gaining the channel. We can
see that it increases monotonically with probability pstep, because the blocked station
generates an increasing number of collisions and access the channel more often.

75



4. Handling Blocked Stations in Ad-hoc Networks

 0

 500

 1000

 1500

 2000

 2500

 3000

 0.05  0.1  0.15  0.2  0.25  0.3

T
h
ro

u
g
h
p
u
t 
[K

b
p
s
]

Pstep

Nc = 3
Nc = 4
Nc = 5

Figure 4.8: Throughput of the blocked station in function of pstep and Nc.

4.5 Simulation and Results

We have implemented the proposed method by modifying the standard implementation
of the 802.11 DCF in NS2 (version 2.29) [73]. The PHY and MAC parameters are those
of IEEE 802.11b. We have considered a configuration of n parallel sender-receiver pairs
as a generalization of the basic three parallel pairs. In this case, when a station uses
DCF even pairs are starved and odd pairs monopolize the channel, for instance in the
configuration of five parallel pairs, the throughput of the second and the fourth senders
is almost null.

We assume that each sender behaves like a greedy CBR source sending 1000 bytes
frames. A blocked station sends a data frame of size 1000 bytes to force transmission
(it may also send a small dummy frame, but in our simulations, we have assumed the
same frame size). We log the amount of data successfully received during the simulation
process. The distance between the sender and the receiver is set to 150 m while the
distance between neighbor senders is 350 m. The transmission and carrier sensing ranges
are 160 m and 400 m, respectively. Each point reported in figures represents the average
of 10 simulation runs, each run taking 30 seconds. We present simulation results for
transmissions without RTS/CTS exchange, because the results with RTS/CTS are not
significantly different.

The objective of our method is to guarantee a minimum throughput for blocked sta-
tions. Thus, we use the minimum throughput as the main metric for comparing our
method with DCF and PNAV. To evaluate the degradation of global network perfor-
mance, we also report the average throughput and the total throughput of all stations. The
maximum throughput allows us to see how the blocking stations decrease their through-
put to increase the throughput of blocked stations. We also use the Jain index to evaluate
the fairness of the throughput obtained by stations [52].
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Figure 4.9–4.12 show the simulation results for the configuration of n parallel pairs,
n = 1, 2, 3, 5, 7. First, we can see that when the problem of blocked stations does not
arise, i.e. for n = 1, 2, the performance of our method is exactly the same as for the
standard DCF, because when all the stations in a wireless network can sense each other,
our method degenerates to DCF. Unlike this desired behavior, PNAV incurs performance
degradation, because a station occasionally relinquishes the channel so that potentially
blocked stations can use it.

Our method is only active for blocked nodes. As a result, in a wireless LAN, in which
all stations are within the mutual carrier sensing range, our proposal does not change
the behavior of the standard DCF access method because there is no blocked station in
such a network.

For the case of n = 3, 5, 7, when the problem of blocking stations does appear, we
can observe that the minimum throughput under DCF is almost null and the blocking
stations monopolize the channel by obtaining almost 4.9 Mb/s. Our method guarantees
the minimum throughput of the blocked stations between 1.4 and 1.7 Mb/s depending
on probability pstep, a value that barely varies with n (cf. Figure 4.9). Blocked stations
obtains this improved minimal throughput at the expense of only a small decrease in the
average throughput compared to DCF (e.g. for n = 3, 2.5 Mb/s vs. 3.2 Mb/s for DCF,
cf. Figure 4.11). Recall that any method giving some transmission opportunity to the
blocked stations decreases the total throughput. In the case of our method, the decrease
remains reasonable (e.g. for n = 3, 7 Mb/s vs. to 9.5 Mb/s for DCF, cf. Figure 4.12).
PNAV obtains the best results for a NAV of 4 ms—in this case, the minimal throughput
is important along with the total throughput. Compared to our method, PNAV with a
NAV of 4 ms presents a similar or better minimal throughput with almost equal total
throughput.
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Figure 4.13: Jain index for n parallel pairs.

Figure4.13 presents the Jain index (for the definition cf. Chapter 2) of the throughput
obtained by stations
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in the configuration of n parallel pairs. Note that here we study the long-term fairness
and so the window size w is set to the period of simulation that is 30 seconds. Also, γi

represents the throughput obtained by station i. We can see that for n = 3, the Jain
index for DCF is around 2/3, because one value of the throughput is close to zero. We
can see that the index is between 0.9 and 1 for our method while the total throughput
is still high. PNAV obtains even slightly better results, especially for n = 5 and 7.

 0

 200

 400

 600

 800

 1000

 1200

 1  1.5  2  2.5  3  3.5  4

M
in

im
um

 th
ro

ug
hp

ut
 [k

bp
s]

PNAV duration in ms

DCF
PNAV with Pstep = 0.1

PNAV with Pstep = 0.25
FT  with Pstep = 0.1

FT  with Pstep = 0.25
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Figure 4.15: Maximum throughput, four pairs.

Figure 4.14–4.17 show the simulation results in the asymmetric configuration of four
parallel pairs (cf. Figure 4.3): the minimum throughput experienced by the blocked
station C, the maximum throughput obtained by one of the blocking stations (A), the
average and the total throughput. As previously, we can observe that the minimum
throughput under DCF is almost null and blocking station A monopolizes the channel
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by obtaining almost 4.9 Mb/s. Under our method the blocked station obtains much better
minimal throughput than in the case of PNAV with NAV of 4 ms (cf. Figure 4.14). This
is achieved at the expense of only a small decrease in the average throughput compared
to DCF as shown in Figure 4.16 (between 1.8 and 2 Mb/s vs. 2.5 Mb/s for DCF). The
total throughput remains important though less than that for DCF (e.g. 7.2 Mb/s vs.
10 Mb/s for DCF, cf. Figure 4.17). In this configuration, PNAV does not perform as
well as for n parallel pairs: the minimal throughput is lower than in our method while
the total throughput is almost the same for our method and for PNAV with a NAV of 4
ms.
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Figure 4.18: Jain index for asymmetric four pairs.

Figure4.18 presents the Jain index in the asymmetric configuration of four pairs. We
can see that the index is better for our method than that for DCF and for PNAV with
NAV of 4 ms while the total throughput remains similar to PNAV (cf. Figure4.17).

4.6 Conclusion

In this chapter, we have proposed Forced Transmissions, a simple and efficient solution
to the problem of blocked stations. It consists of detecting that a station is blocked by
others stations and forcing a transmission. This results in a collision that increases the
contention windows of blocking stations and leaves some channel time to the blocked sta-
tion for transmitting. The blocked station forces transmission only with some probability
adjusted in function of the time spent waiting for the channel to become idle.

Our simulations show that the proposed method increases the minimal throughput
of the blocked stations in the configuration of n parallel pairs. The price for fixing
the fairness problem is an increased number of collisions and a slightly lower overall
throughput. PNAV provides a good solution to the problem of blocked stations only if its
NAV duration is short, so that the total throughput remains high. For the configuration
of n parallel pairs PNAV with a NAV of 4 ms provides slightly better overall performance
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than our method. However, in a particular configuration of four asymmetric parallel
pairs, our method outperforms PNAV.

Our method presents a nice feature: the decision on reacting to bad spatial conditions
is left to the blocked station. As described previously, a station operating under PNAV
needs to defer access periodically even if there is no blocking stations nearby, thus its
performance is lower; or it requires a signaling protocol so that when a blocked station
detects its situation, it notifies its neighbors asking for using PNAV. When using Forced
Transmissions, a station decides itself that it is in an abnormal situation and reacts
independently of what other stations do. If there are no blocked stations, then there is
no performance penalty.

The proposed method is fairly general and can be deployed in any multi-hop environ-
ment (e.g. wireless sensor networks, wireless mesh networks, or wireless ad-hoc networks)
in which the problem of blocked stations and their starvation may appear.
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Chapter 5
Molecular MAC for Multi-Channel
Wireless Mesh Network

5.1 Introduction

In a single-cell wireless LAN all stations are within the range of each other or within
that of a base station. 802.11 devices based on DCF perform fairly well for this wireless
networks. Moreover, as we discussed before in chapter 2, much research work has already
been proposed to improve the performance of the channel access method in a single-cell
802.11 WLAN. Some enhancements to this access method, e.g. Idle Sense [40] provide
very efficient solutions in terms of throughput as well as fairness.

However, in the simplest case of a wireless mesh network, in which stations have
only one network interface and use a single radio channel, the performance of packet
forwarding over multiple links quickly degrades with the number of hops due to channel
contention and spatial problems such as hidden, exposed, masked, and blocked nodes [22,
82, 51, 83, 19, 71].

In a nutshell, performance can be greatly improved if transmissions can occur in
parallel instead of being locally mutually exclusive. This involves using orthogonal com-
munication channels to multiplex data transmissions: we can improve performance if
mesh routers take advantage of parallel transmissions over neighbor links, which can be
done according to different schemes:

1. neighbor mesh routers use multiple network interfaces tuned to different radio chan-
nels,

2. they use multiple network interfaces with directional antennas,

3. they use a single network interface able to switch radio channels on a per frame
basis.

We consider the last case for which several authors have already proposed solutions
aiming at improving the performance of packet forwarding [7, 88, 23, 25, 12]. Although

85



5. Molecular MAC for Multi-Channel Wireless Mesh Network

our proposal mainly addresses the case of nodes with single network interfaces, we will
show that it is straightforward to take advantage of the availability of multiple interfaces.

In this chapter, we propose a Molecular MAC, a slight modification of the stan-
dard IEEE 802.11 access method that takes advantage of dynamic channel switching at
neighbor mesh routers to efficiently forward packets over multiple hops. Molecular MAC
requires a specific organization of the whole mesh network to form a desired topology
and assign specific roles to each mesh router.

We adopt a molecular analogy to deal with the organization of the wireless mesh
required by the proposed MAC scheme. Mesh routers are either nuclei or electrons. A
nucleus with one or several electrons forms an atom and dynamically chooses a radio
channel to be used for all communications inside its atom. The nucleus and electrons of
an atom contend for the channel by means of an access method such as the 802.11 DCF
so, in this respect, this proposal benefits from the advances in wireless access methods.
Packet forwarding relies on Molecular MAC that defines how nuclei notify electrons
about pending packets and how electrons pull them from nuclei for further forwarding.
To limit interference, adjacent atoms use different channels and electrons belonging to
them switch between channels so that packets conveyed across several atoms benefit from
parallel communications. Such a molecular mesh network constrains the graph of nodes:
by eliminating some links, the graph becomes bipartite with one electron between any
two nuclei. In this chapter, we only formulate the requirements for the construction
algorithm of the molecule mesh network. Defining an efficient distributed algorithm for
molecule construction is out of the scope of this thesis and concerns our future work.

The contribution of this chapter is twofold. First, we present a new efficient MAC
mechanism for forwarding packets in a molecular mesh network. In this mechanism,
electrons initiate all frame exchanges with a nucleus by explicitly pulling a frame. We
base our work on 802.11 and the DCF access method, although we can similarly extend
any other channel access method. Second, we evaluate the proposed scheme through
simulation and compare with other proposals. We show that Molecular MAC obtains
much better performance in terms of throughput, packet delivery rate, end-to-end delay,
and fairness.

This chapter is organized as follows: we start by describing our approach and its
basic concepts (Section 5.2). Section 5.3 defines the Molecular MAC mechanism. We then
discuss the construction of a molecular mesh, neighbor discovery, and channel assignment
(Section 5.4). Note that, our work in this thesis does not constitute the definition of an
efficient mechanism to construct the molecule, but we only discuss the conditions that
such an mechanism has to fulfill. We mainly focus on MAC aspects of our molecular
architecture. Section 5.5 presents our simulation results. The last section concludes the
current thesis chapter.

5.2 Approach

We assume at first that each mesh router has a single wireless network interface able
to switch channels. We adopt a molecular analogy to deal with the organization of a
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Figure 5.1: Two atoms sharing two electrons

wireless mesh network (cf. Figure 5.1). An atom is a basic entity for constructing a
mesh network. It is composed of a nucleus, a mesh router that uses a fixed channel for
communicating with electrons, its immediate neighbors. Atoms bond together to form a
molecule, which corresponds to a connected wireless mesh network. Electrons belong to
adjacent atoms and communicate with their nuclei. There is no direct link between two
electrons nor between two nuclei. Figure 5.1 illustrates this view. Mesh routers N and M
are nuclei of two atoms bonded by two mesh routers corresponding to electrons B and C.

To operate in parallel without interference, two neighboring atoms should use orthog-
onal channels. In this way, parallel frame transmissions will not suffer from contention
nor from any undesirable spatial effect such as hidden and exposed nodes. At the same
time, we need a means for forwarding packets between atoms that use different channels.
Molecular MAC uses the nucleus as a kind of a virtual access point : it is either a receiver
or a transmitter of any frame in the atom. Packet forwarding relies on electrons that
switch between channels of all neighboring atoms. This scheme assigns one channel to
each nucleus and all electrons use it for communication with a nucleus (either for recep-
tion or for transmission). Upon construction of a mesh, a nucleus dynamically chooses
its channel depending on the channels used in its neighborhood by other atoms. By
choosing different channels, two neighboring atoms that might interfere if they would use
the same channel, can limit interference problems, which contributes to achieving high
capacity.

There is a possible contention in an atom between entities that use the same channel
(e.g. N, A, B, and C in Atom 1). Nodes in an atom can manage contention with the
standard IEEE 802.11 DCF, however it may need to enable the RTS-CTS option to avoid
hidden node problem between electrons. Any other optimized access method such as Idle
Sense [40] can also be used within an atom.

The architecture presented in Figure 5.2 shows a more general example of molecular
wireless mesh networks. Forwarding packets on a path between a source and a destination
involves a series of alternating electron and nucleus nodes. For instance, node S can send
packets to node D over a path spanning four atoms that use different channels.

In the next sections, we present the details of the Molecular MAC mechanism for
packet forwarding.
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e1

D

S

atoms

nucleus

electrons

path from S to D

Figure 5.2: Molecular architecture of a wireless mesh network

5.3 Molecular MAC

To interconnect atoms and achieve efficient packet forwarding electrons need to switch
between channels used by neighboring nuclei so that packets going through adjacent
atoms benefit from parallel communications. Current 802.11a/b/g wireless cards can
switch channels in less than 30µs [104] so electrons can alternate transmissions on different
channels on a per-packet basis. Besides, no hardware constraint justifies that this delay
cannot be further reduced.

However, when neighboring nodes dynamically choose different channels for trans-
missions, they face the problem of deafness when a node tries to send a frame on one
channel while the intended receiver is listening to or is sending on another one.

5.3.1 Deafness Avoidance

Deafness is a challenging problem for multichannel nodes. There are two main approaches
to solve it: either nodes reserve a common channel for signaling and use it to agree on
another channel for a given transmission [101, 62], or use periodical rendezvous points to
negotiate which channel to use for further transmissions [88, 7, 23]. Both solutions have
drawbacks: a fixed signaling channel means less available resources for data transmission,
while periodical rendezvous increases the overhead and requires some form of temporal
synchronization between mesh routers.

Molecular MAC solves the deafness problem without these drawbacks: a nucleus
chooses its channel, announces it to all electrons, and stays tuned to the channel. An
electron belonging to several atoms knows the channels of its nuclei and can switch to
a given channel when it wants to communicate. Packet forwarding in this case further
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Figure 5.3: Pull mechanism and notifications for packet forwarding between nodes E1

and N2

requires two functionalities: a nucleus needs to notify an electron that there is a packet to
forward and the electron needs to pull the frame containing the packet from the nucleus.
We propose to implement frame notification through two mechanisms: piggybacking on
data frames or including the information in periodically sent beacons. We redefine the
semantics of the CTS control frame to use it when an electron needs to pull a frame from
a nucleus. The role of a nucleus in forwarding reduces to buffering packets for electrons,
notifying them that there is something to receive, and transmitting a packet on-demand
when an electron asks for a frame.

Figure 5.3 presents an example of packet forwarding along two flows: Flow 1 between
nodes N1 and E1, and Flow 2 between nodes N1 and N2. To simplify, the figure neglects
all backoffs generated by the underlying channel access method. The example starts
when node N1 has a packet to send to electron E2. It notifies the electron through a
beacon on channel 1 that there is a pending frame to pull. Electron E2 sends the CTS
control frame (pull) to request the data frame. N1 responds to the pull request of E2 by
sending its data frame. With this data frame, N1 includes also a piggybacked notification
about a pending data frame of Flow 1 ready for electron E1. Electron E1, listening on
the channel 1, receives this notification. It, then, sends the CTS control frame to request
the data frame.

When N1 sends this frame containing the packet of Flow 1 on channel 1, electron
E2 can simultaneously forward the packet of Flow 2 to N2 on channel 2. Note that
transmissions do not suffer from deafness, because nuclei always use their channels and
electrons pull frames on a given channel before receiving them on the same one.

5.3.2 Frame Notification

An electron must learn about data frames buffered at a nucleus. As several electrons
are potential destinations of the frames, a nucleus needs to maintain a list of frame
destinations and advertise it to all electrons. One way of notifying is to piggyback the
list of pending destinations onto data frames. We can easily implement piggybacking in
802.11, because the maximal frame size is much larger than the common limitation of
1500 B due to Ethernet compatibility.
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When an atom is idle, i.e. there is no traffic to forward, there is also no opportunity
to piggyback notifications onto data frames. We thus propose to enhance 802.11 beacon
frames to include the list of pending destinations in periodic broadcasts. A nucleus must
send either a beacon or a notification piggybacked onto a data frame at most every Tb

interval. However, to speed up notification, the nucleus can send beacons with a higher
frequency (e.g. an interval of several DIFS in the case of DCF), if it is idle, because
anyway there is no other traffic to forward (we have used Tb = 5ms in our simulations).

Figure 5.4(a) shows a beacon frame issued by a nucleus to notify its electrons of
their pending frames. Its fields are as followings: Sender address, its role (nucleus), its
channel, and the list of electrons (E1 and E2) for which it has a data frame to send. In
Figure 5.4(b), electrons list is piggybacked to a data frame.
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Data AckE

N

SIFS SIFS

Data Ack

N1 nucleus channel=1 E1, E2

E1, E2

(a) Notification via a beacon

Data

Data AckE

N

SIFS SIFS

Data Ack

N1 nucleus channel=1 E1, E2

E1, E2

(b) Notification piggybacked to data
frame

Figure 5.4: A nucleus notifies its electrons of their pending data frames using beacon or
data frame

Since an electron may belong to several atoms, it needs to periodically switch its
channel to listen to beacons from all neighboring nucleus. Thus, an electron must listen
during at most TN interval to each of its neighboring nuclei. As soon as the electron
receives either a beacon or a piggybacked notification, the electron can send a pull
control frame (CTS) to the nucleus to receive the data frame. On the contrary, if the
electron does not need to receive a data frame, it can switch to another atom.

When an electron knows that at least one nucleus has a data frame to transmit and
at the same time it also has a data frame to send, it randomly chooses between sending
or pulling the frame. Such a strategy maximizes fairness and leads to shorter forwarding
delays since it does not privilege neither reception nor emission.

When an electron knows that one of its atoms is busy, it can perform other tasks, i.e.
listen to other nuclei for notifications or perform neighbor discovery to establish links
with nodes entering the mesh (cf. Section 5.4.3).

5.3.3 Optimization: Fast Reply

To improve throughput and lower the overhead due to piggybacking and pulling, we
propose a fast reply mechanism: upon receiving a data frame from a electron, a nucleus
can reply with another data frame, if present in its buffer, piggybacking the required
acknowledgement. Figure 5.5 illustrates this sequence of three frames data/data/ack,
two data frames being transmitted in the opposite direction. The scheme reduces the
overhead introduced by piggybacking and pulling if flows are bidirectional.
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Figure 5.5: Fast reply optimization for frame transmission Electron→Nucleus

5.3.4 Handling Multi-Channel Hidden Terminal

As all nodes belonging to an atom are in the transmission range of the nucleus, RT-
S/CTS handshaking can alleviate the single-channel hidden station problem in an atom.
However, due to channel switching a multi-channel hidden station problem may arise.
When electron E switches to a new channel to send a data packet to one of its neigh-
boring nuclei, its NAV value is not up to date with respect to the new atom, because
it has no prior information about the state of the new channel. Now, if it senses the
new channel busy, it defers its transmission. Otherwise, it transmits its data frame after
the contention period. In the latter case, there may be an on-going transmission from a
hidden station that cannot be perceived by electron E and leads to a collision.

One way for E to avoid this problem is to defer its transmission during the time
needed to transmit a MTU, but the problem of such a method is that it wastes the
channel time. Another solution is to use a busy tone in each nucleus and to tune it
as long as there is a on-going transmission within an atom. A newly arrived electron
defers its transmission, if the busy tone is on. In our simulations, there are no obstacles
and all stations of the atom are within the carrier sense of each other. As a result, the
newly arrived electron perceives any transmission within the atom. Therefore, it does
not transmit during the frame transmission as long as there is a frame in transmission.
In this way, the multi-channel or single channel hidden terminal problem disappears.
However, our main concern in Molecular MAC is to avoid deafness because its impact
on performance is much more than that of the multi-channel hidden problem.

5.3.5 Multi-Interface Mesh Networks

Although we have originally designed Molecular MAC for mesh routers with single net-
work interfaces, it can also operate without any modification when nodes have multiple
interfaces. A node has just to assign the role of an electron or a nucleus to each of its
interfaces. Moreover, if we want to achieve the best network throughput, we need to
carefully assign roles, for instance, two neighbors that are electrons for their first inter-
face should maintain a radio link with each other for their second interface: one of them
should become a nucleus. In this way, we would reduce the route stretch factor1: two

1The efficiency of a routing scheme is often measured in terms of its stretch factor, namely, the
maximum ratio between the length of the path traversed by a packet and the length of the shortest path
between its source and destination.
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neighbors will probably be nucleus for one of their interfaces and all the radio links will
be able to forward traffic.

Figure 5.6 illustrates a chain topology configured to use molecular mechanism . Each
node from B and C is equipped with two interfaces: one electron and another nucleus.
By assigning orthogonal channels to nuclei (interfaces), communications from A to B, B
to C and C to D can be done simultaneously. Note that in this scenario there is no need
to channel switching because e.g. node B has two interfaces, the nucleus one is used to
communicate with A and its electron interface manages the communication with C.

A B C

D

Figure 5.6: A multi-interface molecular topology: stations B and C have two interfaces,
one nucleus and one electron.

5.4 Molecular Topology

In this section, we describe the mesh topology needed by Molecular MAC to operate and
we present the mechanisms for distributed multichannel neighborhood discovery.

5.4.1 Scatternet and WCDS

As our structure is somehow related to the Bluetooth scatternet, which also builds on the
weakly-connected dominating set (WCDS) structure, we briefly describe both of them in
the following subsections.

WCDS

A set S is dominating if each node in the graph G = (V,E) is either in S or adjacent
to at least one of the nodes in S. The subgraph weakly induced by S is the graph
G′ = (V,E′) such that each edge in E′ has at least one end point in S. The set S is a
WCDS of G if S is dominating and G′ is connected. Any node belonging to S is called
dominator and other nodes called dominated. Figure 5.7 shows an example of WCDS.
In this graph nodes b, c, and g form a WCDS and E′ = E − {(d, e), (e, f)}. Dunbar
et al. studied weakly-connected domination in graphs [34]. They also showed that the
problem of finding a minimum size WCDS in a given graph is NP-Complete [34]. In our
work the size of WCDS depends on number of nodes as well as network density.
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Figure 5.7: An example of Weakly Connected Dominating Set (WCDS)

Scatternet

A piconet is the type of connection that is formed between two or more Bluetooth-enabled
devices such as modern cell phones or PDA’s. When a piconet is formed between two or
more devices, one device is dynamically elected to take the role of master , and all other
devices assume a slave role for synchronization reasons. Piconets have a 3-bit address
space, which limits the maximum size of a piconet to 8 devices, i.e. 1 master and 7 slaves.
Inside each piconet, the medium access control is contention free and centrally regulated
by a master device, which periodically polls the other devices (slaves).

A scatternet is a number of interconnected piconets that supports communication
between more than 8 devices. Scatternets can be formed when a member of one piconet
(either the master or one of the slaves) elects to participate as a slave in a second, separate
piconet. The device participating in both piconets can relay data between members of
both networks. Each piconet uses a different radio channel constituted by a frequency
hopping code. Using this approach, it is possible to join together numerous piconets into
a large scatternet, and to expand the physical size of the network beyond Bluetooth’s
limited range.

The way the devices are grouped in different piconets and the way the piconets
are interconnected greatly affect the performance of the scatternet in terms of capacity,
data transfer delay, and energy consumption. Bluetooth scatternet formation has been
extensively discussed in the last few years [105, 98, 11, 30]. Basagni et al. [10] proposed
a scatternet formation mechanism which builds on the WCDS structure.

5.4.2 Molecule Construction

Molecular MAC supports efficient packet forwarding over a path of alternating electron
and nucleus nodes. In terms of graphs, this means that a molecule mesh network needs
to form a bipartite graph. In addition to that, we can add more constraints that aim at
minimizing interference and guaranteeing connectivity. Thus, the structure of a molecule
mesh network must satisfy the following constraints:

1. Any electron must be a neighbor of at least one nucleus.
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2. We should maximize the number of nuclei since in this way we can multiplex
communications across different non interfering atoms. At the same time, we need
to minimize the number of interfering nuclei because of the limited number of
available channels. Otherwise, hidden and exposed terminal problems would arise
during transmissions of different atoms.

3. The set of radio links between an electron and a nucleus must form a connected
subset of the graph (all other links will not participate in packet forwarding).

If we construct the familiar WCDS structure [34] and remove the edges between
dominator nodes, we obtain a graph that satisfies the constraints. Dominator nodes in a
WCDS correspond to our nuclei and dominated nodes to electrons. The required structure
is also related to the Bluetooth scatternet, which also builds on the WCDS structure [10].
Consequently, to construct a molecule mesh network, we can use an efficient algorithm
that constructs a WCDS [33, 26], or adapt a Bluetooth scatternet construction algorithm.
However, an issue is to choose the number of nuclei in the molecule which is the size
of WCDS. A more number of nuclei enable the network to multiplex communications
across different non interfering atoms, which results in increasing of overall throughput
in the network. A less number of nuclei minimize the interference between neighboring
atoms. Therefore, any molecule construction mechanism has to find a trade-off between
number of nuclei and interference between interconnected atoms. Furthermore, it would
be convenient to find a WCDS with a good route stretch factor in order to use short
routes.

Molecular MAC shares several similar concepts with Bluetooth. First of all, Bluetooth
uses the same kind of the WCDS structure for scatternet construction [10]. Thus, the
distributed algorithms to form a Bluetooth scatternet [30, 10] can be more investigated to
adapt to molecular mesh characteristics. The difference lies in the fact that in Molecular
MAC a node cannot be both a nucleus and an electron while a Bluetooth node can
play the role of a master and a slave at the same time. Moreover, Molecular MAC and
Bluetooth both address the problem of multichannel MAC layers. However, they follow
different approaches: while Bluetooth adopts a TDMA-like scheme, Molecular MAC
adapts the 802.11 DCF. We consider that random access methods are more suitable for
spontaneous mesh networks carrying bursty traffic. Distributed TDMA scheduling for
inter-piconets communications may become a difficult task in large wireless networks even
knowing the capacity of each link and with a stable topology [97]. Moreover, it requires
temporal synchronization so that slots allocated by different masters do not overlap.
On the contrary, Molecular MAC does not require any synchronization, is robust to
traffic variations, does not limit the number of active nodes in an atom, and is entirely
distributed.

5.4.3 Multichannel Neighborhood Discovery

Molecule construction and deciding on the roles of nodes requires neighbor discovery
to learn which nodes are around, what are their roles (nucleus or electron), and which
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channels the neighbor nuclei use. As neighbor nodes may belong to different atoms
and use different channels to transmit data, we need a multi-channel neighbor discovery
protocol.

Our neighbor discovery scheme builds upon periodic broadcasting of hello packets:
nuclei send them on their fixed channels and electrons on all channels they use. When a
node wants to join a mesh molecule, it waits for a hello packet on a random channel. If
it does not receive any hello packet during a predetermined time interval, it will scan all
the channels by sending a hello packet. If a neighbor receives a hello packet, it replies
with the required information (its channel, role, and the identity of its neighbors).

Transmission/listening over channel 1

Transmission/listening over channel 2
N1 x N2

hello

triggers

N1

x

N2

hello

hello

hello

hello

Transmission/listening over channel 3

Figure 5.8: An example of new node x joining a molecular mesh network

Thus, a node can achieve neighbor discovery in a single scan. Figure 5.8 shows how
new node x joins the mesh. It starts scanning the channels and sends the first hello on
channel 1. Nucleus N1 that listens to this channel receives this hello packet and replies
with its own hello packet. Note that each hello packet is transmitted after a contention
period according to 802.11 DCF. Then, node x iteratively scans other channels. By
receiving a hello packet, a node updates the related entry in its neighborhood table.
Figure 5.9 gives an overview of the content of different neighborhood tables: a node must
store the address, role (either nucleus or electron), and channel used by its neighboring
nuclei if it is an electron.

A node considers a link with a given neighbor broken, if it does not receive neither
data traffic nor hello packets.

An electron must periodically either transmit data frames to its nucleus or send
one hello to announce its presence. Besides, an electron must discover eventual new
neighbors. Thus, it will periodically scan channels for which no neighbor is registered. It
can use dead times in its atom. For instance, if RTS/CTS is activated, a node can scan
another channel when another node reserved the medium for a sufficiently long time in
its atom.
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Figure 5.9: Content of the neighborhood table

5.4.4 Channel Assignment

When a node joins a mesh molecule, it will either become an electron of an existing atom
or a nucleus of a new atom depending on the role in the WCDS structure. A nucleus
needs to decide which channel to use in a given location to minimize interference with
adjacent atoms. To do this, it needs to know the channels used in its neighborhood:
Each electron maintains some information about channels usage in its neighborhood. It
places this information in each hello packet. After obtaining information from all its
electrons, the nucleus selects the least used channel. Finally, it informs the electrons
about the chosen channel so that they can use it for communicating with the nucleus.

Obviously, we can implement in a real testbed a more sophisticated algorithm, as
described in [60], or infer transmissions from the SINR measurments [85]. Channel
assignment constitutes one of the future works of this thesis.

5.5 Performance Evaluation

We have simulated Molecular MAC in OPNET with the parameters presented in Ta-
ble 5.1. OPNET is an event based network level simulation tool that operates at packet
level. OPNET provides also the possibility of simulating wireless networks and specially
models the physical layer (of a radio interface) using an accurate radio transmission
pipeline stage.

We have compared the performance of our proposal with the standard IEEE 802.11
and MMAC (Multi-Channel MAC, which was described in Section 2.7 ) [88]. We as-
sume that the standard IEEE 802.11 uses one channel in the whole mesh. We have
chosen MMAC as one of the representative mechanisms that use channel switching. We
implemented MMAC in OPNET with the parameters also presented in Table 5.1.

We have evaluated all three MAC protocols in various configurations: a line, a shared
link (cross), 3 pairs (cf. Figure 5.10), and a random topology of nodes placed in a circular
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Parameter Value
simulator Opnet 12.0.A
Simulation duration 240s
Physical layer ieee 802.11 a (OFDM)
Bit rate 54Mb/s
Packet reception threshold -86dBm
Transmit power 5mW
RTS/CTS desactivated
Buffer size 256 kbits
Packet size 1,500 bytes
Tb: Maximum time between two notifications 5ms
TN : Maximum listen time for notification 10ms
Hello interval (Molecular) 1s
Beacon Interval (MMAC) 25ms
ATIM Window (MMAC) 5ms

Table 5.1: Simulations parameters for Molecular MAC and MMAC mechanisms

simulation area. The three basic topologies are well known challenging cases that we
consider to gain insight into the behavior of the studied protocols. Data traffic consists
of several constant-bitrate (CBR) flows, their rate being represented in the figures below
as the offered load in Mb/s. For the basic configurations, Figure 5.10 presents the source
and the destination of each flow. Each simulation runs for a period of 240 seconds.
The results presented below are averaged over 5 different simulation runs and the 95%
confidence intervals are within 1% of a given value so we have chosen not to represent
them in the figures for better readability.

We have evaluated the performance of three MAC layers according to three following
metrics:

1. Packet delivery ratio: the ratio of packets received by the destination and the total
number of generated packets.

2. End-to-end delay : the delay between packet generation and its reception by the
final destination

3. Aggregated throughput : the volume of all received data in the network per unit time,
in Mb/s. We use this metric, because we expect our protocol to increase the total
throughput of the network. Thus, this metric will directly show how molecular
MAC achieves this goal.

4. Jain index : already defined in Chapter 2. We recall that a low Jain index means
poor fairness.

To only measure the performance of variant MAC mechanisms, we use a static shortest
path routing in our simulations. The Molecular MAC is independent of routing protocol.
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Figure 5.10: 3 pairs, shared link, and line configurations

However, its neighborhood discovery mechanism can be used by any routing protocol
that needs information about neighboring nodes.

5.5.1 Shared Link Topology

We consider first the shared link topology (cf. Figure 5.10). Under Molecular MAC,
nodes 1, 2, and 4 become nuclei and choose different orthogonal channels while the other
nodes become electrons. Figure 5.11 shows the simulations results in this topology. Since
all traffic passes through nodes 3 and 4, the link between them becomes a bottleneck.

Figure 5.11(a) shows that even in saturation, MMAC obtains less throughput than
802.11 DCF. Indeed, MMAC assumes that nodes have to forward the same amount
of traffic during one beacon interval although it is not the case in multihop networks
(e.g. link (4,3) must forward more traffic than link (5,6)). Currently, MMAC does
not consider the load on each radio link for channel reservation. Moreover, channel
reservation of MMAC can become inefficient in some cases due to cascading effects: the
choice of a channel implies the choices of other channels. For instance, if nodes 3 and 4
reserve a channel, all other nodes have to choose the same channel, because they have to
transmit frames either to node 3 or to node 4. During such a beacon interval, MMAC
would perform exactly like a single-channel IEEE 802.11. Conversely, MMAC creates
islands isolated from each other during the beacon interval. For instance, it creates
two different groups if radio links (3,1) and (4,5) reserve a different channel. Since the
number of packets to buffer during a beacon interval can be large, buffer overflows are
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(c) Delivery ratio vs. offered load

Figure 5.11: Simulation results for the shared link topology with two active CBR bidi-
rectional flows between nodes 1-5 and 2-6.

99



5. Molecular MAC for Multi-Channel Wireless Mesh Network

frequent, which explains the lower throughput compared to IEEE 802.11 in this topology.
Accordingly, the delay with MMAC increases sharply with the load (cf. Figure 5.11(b)).

We can see from Figure 5.11 that in the shared link topology Molecular MAC out-
performs both IEEE 802.11 and MMAC in terms of all indices: throughput, delay, and
packet delivery ratio. This last measure decreases fairly fast under IEEE 802.11 and
MMAC for increasing load while Molecular MAC still obtains good results for the load
of 15 Mb/s. Note that the average end-to-end delay remains acceptable for Molecular
MAC even in saturation while for two other access methods this metric increases sharply
with the load (cf. Figure 5.11(b)).

5.5.2 Line Topology

The line topology often appears in multihop networks when nodes forward a packet
along a route [22]. We have simulated a line with bidirectional traffic (two CBR flows
in opposite directions). Under Molecular MAC, the line becomes a series of alternating
electron and nucleus nodes.

Figure 5.12 shows the aggregate throughput with respect to the offered load in a
line of seven nodes. We can observe that the Molecular MAC achieves much higher
throughput than two other methods especially under high load.

When a node has less opportunity to transmit its packets, its buffer becomes full
rapidly which leads to rejection of new packets. Figures 5.12(b) represents the packet
delivery ratio with respect to the offered load. We can observe that the Molecular MAC
is able to deliver all packets when the incoming load is not greater than 12 Mb/s while
for two other methods this limit is even less than 2.5 Mb/s.

We have also studied the impact of the route length on the performance. Fig-
ure 5.12(c) presents the maximal throughput obtained by a given method for a given
length of the line. We can observe that Molecular MAC is almost insensitive to the route
length, from that we can conclude that our mechanism is scalable.

Conversely, IEEE 802.11 suffers from poor throughput that decreases with the num-
ber of hops, which confirms already published results [22]. MMAC is more scalable than
IEEE 802.11, but also obtains lower throughput, because it benefits less from the chan-
nel diversity than Molecular MAC: channel reservations are dynamical and can create
cascading effects as explained in detail above.

5.5.3 3 Pairs Topology

In this scenario, three pairs of stations communicate in parallel: 1 → 2, 3 → 4, 5 → 6
(cf. Figure 5.10). The middle pair senses the carrier of two other pairs, but it is too
far to decode their frames. IEEE 802.11 performs very poorly in these conditions: the
middle pair is starved while other pairs operate at the maximal throughput [22, 19, 71].
We have already studied the 3 pair topology in Chapter 4.

Molecular MAC solves the problem of unfairness in the 3 pairs topology and decreases
the collision probability to 0. Indeed, the three pairs naturally create three different and
non interfering atoms. In particular, the atom in the middle chooses a different channel
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(a) Aggregate throughput vs. offered load, line of seven
hops
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Figure 5.12: Simulation results for the line topology with one active CBR bidirectional
flow between nodes 1-7.
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than the other pairs and the extreme pairs uses a different channel than the pair in
the middle. With any channel usage measurement mechanism, channel allocation will
converge to form such non interfering atoms. We used in this topology two orthogonal
channels for Molecular MAC and MMAC.
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Figure 5.13: Throughput in the topology of 3 pairs.

Figure 5.13(a) shows the aggregate throughput with respect to the offered load. We
observe that molecular MAC outperform MMAC in this configuration.

On the other hand, Molecular MAC provides totally fair allocation to three pairs (cf.
Figure 5.13(b)) while the middle pair suffers from starvation under 802.11 and even under
MMAC. The problem of MMAC for this topology is that during channel negotiation,
ATIM packets cannot be decoded by interfering pairs. In other words, interfering pairs
may end up choosing a common channel, which lowers throughput.
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5.5.4 Random Topology

We have also evaluated the performance of the three access methods in more complex
topologies corresponding to realistic wireless mesh networks. We have simulated a dense
mesh network of 50 nodes randomly deployed in a circular simulation area of radius
270m. Traffic consists of 25 bidirectionnal CBR flows between randomly chosen pairs of
source and destination.
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Figure 5.14: Random mesh with 50 nodes uniformly distributed within a circular area
with the radius of 270 m.

To organize the random topology in the molecule mesh network, we have used a
geographic-oriented approach to construct a WCDS: we place nodes on a grid composed
of sufficiently small squares and we elect one node as a nucleus in each square similarly to
the GAF (Geographical Adaptive Fidelity) algorithm [102]. Other nodes automatically
become electrons. Since our random network is sufficiently dense, there is at least one
electron in each square to interconnect nuclei. Moreover, the small size of a square
guarantees that an electron correctly receives packets from neighboring nuclei so that
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the resulting graph is connected. The molecule construction algorithm elects 12 nuclei
on the average in our random topologies.

Figure 5.14 presents the performance indices in the randomly generated topology.
We can observe that when load increases, IEEE 802.11 DCF performs poorly because of
spatial problems (hidden and exposed nodes) and increased contention. The aggregated
throughput becomes almost null when offered load is larger than 12 Mb/s. On the
contrary, MMAC and Molecular MAC are much more scalable, but Molecular MAC
outperforms MMAC: while MMAC begins to saturate when the load reaches 20 Mb/s
with a throughput of 7 Mb/s, Molecular MAC attains 26 Mb/s in saturation. The
throughput of Molecular MAC is roughly 4 times larger than under MMAC. The measures
of the packet delivery ratio further show the performance advantage of Molecular MAC
over MMAC (cf. Figure 5.14(b)).

Figure 5.14(c) presents the end-to-end delay, which under Molecular MAC is slightly
longer than under IEEE 802.11 or MMAC for low load. This is expected because of
the constant overhead experienced by electrons when they pull data frames from nuclei.
However when load increases, nuclei can piggyback notifications in data frames so that
the delay decreases. For increasing load, the delay under IEEE 802.11 or MMAC quickly
becomes fairly long while under Molecular MAC, it is short and much more scalable
with only a slight increase in function of load—it achieves packet delivery in less than
50ms independently of the load. Even in saturation, Molecular MAC offers an acceptable
delay.

Finally, we have evaluated fairness measured by the Jain index (cf. Figure 5.14(d)).
IEEE 802.11 presents the worst fairness for intermediate levels of load: nodes suffer from
the inherent unfairness of the exponential backoff further amplified by spatial problems.
The Jain index of IEEE 802.11 does increase in saturation, but it is an artifact, because
only a small fraction of packets reach their destination (cf. Figure 5.14(b)). The fairness
of MMAC decreases linearly with increasing load, because MMAC does not fairly dis-
tribute the bandwidth among different flows when a bottleneck appears. Thus, higher
load amplifies the unfairness. Finally, we can observe that molecular MAC achieves
almost a perfect fair allocation of capacity among different flows even in saturation.
This nice property comes from the fact that electrons equally share their activity among
neighboring nuclei.

It could appear that the route length increases when transmissions use the molecular
architecture compared to the shortest path. Thus, we simulated the molecule construc-
tion and measured the route stretch factor (the ratio of the route used by molecular and
the shortest route). It appears that this stretch factor is equal to 1.1 in a Unit-Disk
Graph, even with a small degree: we can neglect safely this route lengthening.

5.6 Conclusion

In this chapter, we have presented a novel view on packet forwarding in wireless mesh
networks. By adopting a molecular analogy, we can assign roles to mesh routers so
that the resulting mesh is composed of independent atoms using different channels to
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limit interference. We define an efficient frame forwarding mechanism between adjacent
atoms by extending the operation of the standard 802.11 DCF. The modifications to
the standard IEEE 802.11 frame format and operation required by our mechanisms are
minor: we reuse the CTS control frame for pulling frames as well as beacon frames and
piggybacking onto data frames for notifying pending frames.

Our performance comparison with IEEE 802.11 and MMAC shows that Molecular
MAC obtains much better throughput and packet delivery ratio, offers short end-to-end
delays even in saturation, and exhibits very good fairness. Scalability is also fairly good:
the overall performance remains at a high level even for an increasing number of hops or
for higher loads.
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Chapter 6
Conclusion and Perspective

In this thesis, we studied the important performance problems that arise at the MAC
layer in 802.11 wireless networks when they are used in the context of mesh or ad hoc
networks or even in a dense environment. We proposed several mechanisms to overcome
these performance issues.

In Chapter 3, we proposed a prioritized access method that supports both propor-
tional throughput allocation and absolute priorities in 802.11 wireless LANs. It builds
on the Idle Sense method, which provides near optimal throughput and fairness between
contending stations. Idle Sense is a localized algorithm in which the stations adjust their
contention window based on mean number of idle slots that they observe before each
transmission. They attempt collectively to maintain this number of idle slot near a given
target value that correspond to near optimal channel utilzation. We achieve absolute
priority differentiation by setting different target values for the number of idle slots be-
tween transmissions. Basically, the contention window of a traffic class with a smaller
target value converges rapidly to a smaller value too. At the same time, the contention
window of a traffic class with a bigger target value diverges. Consequently the class with
a smaller target value captures the medium. However, a very small target value leads to
collisions between contending absolute priority classes. To choose a proper target value,
we used analysis and simulation and we characterized what was the tradeoff between
differentiation and efficiency. For example, a target value of 3 for the higher priority
class, compared to 5.68 for best effort traffic gives satisfactory results for 802.11b.

In relative proportional allocation, one class benefits from a greater throughput than
another one, the proportion of the throughputs being defined by a given ratio. The
idea to obtain such a differentiation comes from the proportionality between the channel
access probability and the contention window. Thus, in our mechanism, we periodically
adjust CW of relative priority classes in such a way that the desired throughput ratios are
satisfied. Nevertheless, all low priority classes use the same target value of the number
of idle slots as defined in Idle Sense. Our simulations show that the proposed method
achieves its objectives of relative and absolute service differentiation both with respect
to the aggregated throughput and the speed of convergence. Unlike 802.11e EDCA,
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it presents very good scalability—the throughput is not degraded and remains almost
constant when the number of active stations increase. Also, as our mechanism is based
on Idle Sense access method, it provides good fairness for traffic of the same priority.

The second problem that we considered is also common in the context of wireless
ad hoc or mesh networks. We started from the basic ad hoc topology known as three
parallel pair topology.In this scenario the central emitter, under DCF is almost always
blocked while the external emitters capture the channel, which leads to dramatically
unfair throughput allocation. We enhanced DCF by proposing Forced Transmissions, a
simple and efficient solution to the problem of blocked stations. It consists of detecting
that a station is blocked by others stations and forcing a transmission. The forced
transmission from the central emitter results in a collision, which in turn synchronize all
three emitters and then they will contend for the channel. Also, a blocked station uses
CWmin just after a forced transmission while blocking stations double their contention
windows after the collision. As a result, the blocked station is more likely to gain access
to the channel. The blocked station forces a transmission with some low probability
adjusted in function of the time spent waiting for the channel to become idle. We
recall that Forced Transmissions can also be used in any enhancement to DCF access
method such as Idle Sense and AOB. Our simulations show that the proposed method
also increases the minimal throughput of the blocked stations in the configuration of
n parallel pairs. The price for fixing the fairness problem is an increased number of
collisions and a slightly lower overall throughput.

One nice feature of our method is that the decision on reacting to bad spatial con-
ditions is left to the blocked station. In contrast, in other propositions a station needs
to periodically defer access even if there are no blocked stations nearby, which impacts
channel utilization. When using Forced Transmissions, a station decides by itself that it
is blocked and reacts independently of what other stations do. If there are no blocked
stations, our proposal has no impact on the performance of the network because all sta-
tions behave as under the standard DCF access method. The proposed method is fairly
general and can be deployed in any multi-hop environment (e.g. wireless sensor networks,
wireless mesh networks, or wireless ad hoc networks) in which the problem of blocked
stations and starvation may appear.

Due to different spatial problems such as hidden, exposed, blocked, and masked ter-
minal problems, the overall throughput of a wireless multi-hop network can significantly
degrade in certain setups. More specifically, the performance of DCF access method is
almost unacceptable in wireless mesh networks because the traffic to transmit is more
than in ad-hoc networks. Indeed, we observe in this case that most of the time, stations
retransmit a large proportion of frames. Thus, our last objective in this thesis is to
improve MAC performance in wireless mesh networks. To achieve this goal, we used the
multi-channel and channel switching capabilities of 802.11 devices and proposed Molec-
ular MAC mechanism in Chapter 5. In this mechanism, we adopt a molecular analogy.
We consider a wireless mesh network as a molecule composed of interconnected atoms. In
each atom, there is a nucleus able to communicate directly with all electrons belonging to
the atom. To limit interference, neighboring atoms are assigned different non-overlapping
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channels. We also defined an efficient frame forwarding mechanism between adjacent
atoms by extending the operation of the standard 802.11 DCF. The modifications to
the standard ieee 802.11 frame format and operation required by our mechanisms are
minor: electrons reuse the CTS control frame for pulling their pending data frames from
a nucleus. Moreover, nuclei reuse beacon frames and piggybacking onto data frames to
notify electrons of their pending frames.

We also used simulation to evaluate our mechanism and to compare it with ieee
802.11 and MMAC [88]. We evaluated the performance of each MAC in several well-
known basic topologies as well as in a wireless mesh network with 50 nodes randomly
placed throughout the network. Our performance comparison shows that Molecular MAC
obtains much better throughput and packet delivery ratio, offers short end-to-end delays
even in saturation, and exhibits very good fairness among contending flows. Scalability
is also fairly good: the overall performance remains at a high level even for an increasing
number of hops or for higher loads.

6.1 Future Work

In Forced Transmissions, there is still an open issue of a good method for deciding
whether a given station is blocked. Our method based on observing the channel for a
sufficient time and detecting an idle interval greater than DIFS works correctly in the
studied configurations of parallel pairs of senders and receivers, however it may fail in a
general scenario of a multi-hop wireless network. One direction to explore is to consider
the waiting time before sending a frame—if it is too long, then the station is probably
blocked.

However, for the perspectives of this thesis we mainly focus on our last contribution,
Molecular MAC. We used in our simulations a centralized algorithm to assign a role
(nucleus or electron) to each station. We need the definition of an efficient distributed
algorithm for molecule construction. The set of nuclei in a molecular mesh forms a
weakly connected dominating set. Therefore, an efficient algorithm to form a WCDS can
also be adopted in a molecular mesh. An issue is the size of WCDS, i.e the number of
nuclei in our molecular mesh. By maximizing the number of nuclei, we can multiplex
communications across different non interfering atoms, which results in increasing the
overall throughput in the network. On the other hand, the number of non-overlapping
channels is limited in variants of 802.11 technologies: 3 for 802.11b/g and 12 for 802.11a.
Therefore, a trade-off should be achieved between maximizing the number of nuclei and
minimizing the interference between interconnected atoms. The distributed algorithms to
form a Bluetooth scatternet [30, 10] can also be considered to adopt to the characteristics
of the molecular mesh.

It is also possible to construct a molecule using a localized algorithm. In this way, any
node elects its role itself according to the information gathered from its neighbors such as
the number of neighbors and neighbor addresses. The main advantage of this mechanism
is its speed of convergence, but the issue is the connectivity of the molecule, because an
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electron that has no nucleus in its neighborhood is disconnected from the network. We
think that such a localized mechanism can be more efficient especially in a dense wireless
mesh network, because the corresponding molecule is almost always connected.

Channel allocation mechanism is another research direction to follow. However, it
should be integrated with the molecule construction algorithm. In fact, a freshly elected
nucleus has to immediately initiate a channel assignment procedure. In addition to the
neighborhood of the nucleus, the neighborhood of all electrons in the atom must also
be taken into account when assigning a channel. Otherwise, any transmission from an
electron to the nucleus may interfere with other transmissions in a neighboring atom.
We recall also that unlike electrons, a nucleus continuously operates on the same channel
and does not change its channel unless upon a major change in topology or in channel
quality. Thus, electrons have to dynamically measure the utilization for all channels. An
idea could be as follows: an electron measures Signal Interference Noise Ratio (SINR)
for channels used in its vicinity. The electron periodically sends this information to each
of the nuclei in its neighborhood. An interference estimation algorithm based on SINR
measurement is proposed [60], infer the degree of interference due to different nodes
within the carrier sensing range of a receiving node. A nucleus may decide to change
its main channel according to the received information from its electrons. However, the
channel allocation process should be stable enough to avoid cascading effects.

In order to further improve the capacity of a wireless mesh network, a joint (or cross-
layer) design of medium access and routing can be investigated: a new metric based on
Molecular MAC properties could be defined. This metric would be then used by the
routing protocol to select the most efficient route for each pair of communicating nodes.
Although the Molecular MAC is independent of a routing protocol, its neighborhood
discovery mechanism can be used by any routing protocol that needs the information
about neighboring nodes. Molecular MAC and the routing protocol should also interact
in order to make sure that the link between the current node and any next hop in the
routing table is authorized by Molecular architecture.

We think that the Optimized Link State Routing Protocol (OLSR) can be easily
adapted to Molecular MAC. At each node, the OLSR protocol uses hello messages
to discover 2-hop neighbor information and performs a distributed election of a set of
multipoint relays (MPRs). Nodes select MPRs such that there exists a path to each of
its 2-hop neighbors via a node selected as an MPR. It may be efficient to integrate MPR
election of the routing protocol with molecule construction of the MAC layer. In this
case, nuclei could also play the role of MPRs.

As mentioned before, we use simulation to evaluate our work. The main reason
was the lack of an experimental testbed in our laboratory especially for wireless mesh
networks. However, to better evaluate the performance of Molecular MAC and adapt it
to the real world of wireless networks, it should be implemented in a real testbed.
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